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Getting Started

SoftNAS™ Cloud is a network attached storage (NAS) virtual appliance. Our products are commercial-grade
storage management solutions for businesses that require high-speed, reliable storage at affordable prices.

SoftNAS Cloud® supports the following platforms:
* Cloud computing platforms such as Amazon EC2® and Microsoft® Azure™

* On-premise Computing Infrastructure such as VMware vSphere®.

SoftNAS Cloud® runs as a Linux®-based, 64-bit CentOS redistribution guest OS treated as a VM in a virtual

server environment. In many use cases, storage devices are attached to the physical hardware layer, then
presented to SoftNAS Cloud® as a VM running Linux.

SoftNAS Cloud® operates on an industry-standard Linux platform, and uses a derivative of the Zettabyte File

System® (ZFS), an open-source project originally released on OpenSoIaris® by Sun Microsystems, Inc. This
makes SoftNAS Cloud® able to leverage many ZFS features and add layers of functionality for NAS solutions in
virtual computing and cloud computing.

An Apache webserver provides robust, secure access along with Secure Shell® (SSH). Storage is accessible
via TCPI/IP protocols including NFS v3, NFS v4, SMB/CIFS (Microsoft® Windows File Shares), and iSCSI.

SoftNAS Cloud® is packaged with a primary administration interface called SoftNAS StorageCenter™, which
provides commercial-grade storage administration and management functionalities for businesses of all sizes.

SoftNAS™

Virtual Appliance
(EC2 Instance)

Amazon EBS J

amazon

é) g é é) webservices™

$3 Simple Storage Service

%J % % % EBS Volume Snapshots

EBS EBS EBS EBS for rapid backup/recovery
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SoftNAS Cloud® provides the highly-available network storage backbone needed for business-critical cloud
applications in the following environments:

Amazon EC2

Microsoft Azure

SoftNAS Cloud® installs from a download to act as a virtual server appliance. Run as many instances of
SoftNAS Cloud® VM as are needed in any of the following environments:

. VIRTUAL -
viiancd APPLIANCE L

Hardware

VMware vSphere

SoftNAS Cloud®™, SoftNAS StorageCenter™, SnapReplicate™, and SNAP HA™ are trademarks of
SoftNAS Inc. All other trademarks referred to in this guide are owned by their respective companies.

Copyright ©2017 SoftNAS, Inc.
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Legal

The SoftNAS SNAP HA™ No Storage Downtime Guarantee Program guarantees 99.999% uptime for SoftNAS
Cloud software and storage services, when operated with production workloads under SoftNAS best practices,
or we will credit one-calendar month of SoftNAS service fees. By implementing SofftNAS SNAP HA™ in a high-
availability configuration, you will realize 99.999% uptime of your storage infrastructure.

Who Qualifies?
New or existing SoftNAS customers running production applications or workloads on SoftNAS supported third
party platforms who have also registered the product.

How do you qualify?

Deploy SoftNAS Cloud and successfully run SNAP HA™ high-availability storage following guidelines in the
SoftNAS High-Availability Guide and the Technical Requirements described below. Then, register the product
from the product registration form, accessible from StorageCenter™.

What is guaranteed?

NFS, CIFS/SMB or iSCSI storage connectivity will be available and operational 99.999% in any given one-
calendar month period. This guarantee applies if:

storage connectivity outage is due to a simultaneous SoftNAS software failure of both SoftNAS Cloud controllers;
or storage connectivity outage is due to a SoftNAS software failure of SoftNAS SNAP HA™ to maintain
continuous NFS, CIFS/SMB and/or iSCSI access from at least one controller.

How do you file a claim?

Open a support ticket by going to https://www.softnas.com/helpdesk/index.php?/Tickets/Submit, complete

the required outage information, and provide remote access into both controllers of the failed system. The
support ticket must be submitted within 10 days after the end of the month in which the claimed outage or failure
occurred. SoftNAS personnel must be provided with all requested log files and reasonable access to inspect the
failed SoftNAS SNAP HA™ instances before a claim will be processed. Approval of the credit is at the discretion
of SoftNAS, dependent upon the results of the check and inspection performed by SoftNAS. third-party reports,
data or log files may not be used for determination. Upon SoftNAS’ verification of the outage due solely to
SoftNAS Cloud or SoftNAS SNAP HA™ operational failure and such outage is beyond the SoftNAS SNAP HA™
No Storage Downtime Guarantee Program, SoftNAS will issue a credit within 30 days of such determination.

How much is the credit and how is it applied?

The credit is equal to the monthly payment for the month in which the failure or outage occurred. If quarterly,
semi-annual or annual payments are made, then such payment will be prorated on a monthly basis to determine
the credit amount. Credits are applied towards future payments owed to SoftNAS only and are not issued as
refunds.

The following SoftNAS products are covered by patents and pending patent applications in the United States.
Additionally, there are one or more pending international applications. The below notification serves to provide
virtual patent marking under 35 U.S.C. § 287(a).

SoftNAS Patent Number (or Patent Pending)
Product

SoftNAS Cloud U.S. Pat. Nos. 9,378,262; 9,584,363.

SNAP HA™
SnapReplicate™
DeltaSync™
FlexFiles™

Copyright ©2017 SoftNAS, Inc.
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Release Notes
Presented below for your convenience and information are the release notes of the latest releases.

WARNING: If updating from an older version, such as 3.4.9.4, your update can take up to 2 hours for the update
to complete. Do NOT terminate the update while in progress else errors may occur. If you feel that your update
is taking longer than 2 hours, please contact SoftNAS support for assistance and do not reboot your instance.

Note: SoftNAS will not prompt for a reboot post-update. Reboot will occur automatically. Schedule update to
coincide with maintenance downtime.

Note: As of version 3.4.8 SoftNAS does not support launching SoftNAS Cloud VMs on the Azure Classic Portal.
The Azure Resource Manager (ARM) is the only supported platform on Azure.

Note: As of version 3.4.9.7, the technical requirements for our No Downtime Guarantee have changed. In
particular, the following minimum requirements must be met:

* Software version must be 3.4.9.7 or above.

* Software updates must be applied within 30 days of availability.

For more details on our No Downtime Guarantee, click here.

Note: We have also updated our sizing guidance for SofTNAS instances on both Azure and AWS platforms.

General Purpose: For General Purpose workloads, the below sizes are a good starting point with regards to
memory and CPU resources. The recommended instances are suited to handle processing and caching for
workloads with minimal requirements for network bandwidth:

* AWS: M4.2Xlarge
* Azure: DS4 v2

High Performance: Workloads that are read intensive will benefit from larger memory-based read cache. The
additional CPU resources will also provide better performance when deduplication, encryption, compression and/
or RAID are enabled:

* AWS: M4 .4Xlarge
* Azure: DS5 v2

Extreme Performance: The below options are ideal for heavier workloads that require a very high speed
network connection due to the amount of data transferred over a network. In addition to the very high speed
network, this level of VM gives you additional storage, CPU and memory:

* AWS: M4.10Xlarge
* Azure: DS15 v2

Overview

SoftNAS Cloud® 3.4.9.7 is a maintenance release containing fixes, and improvements. Version 3.4.9.7 is
compatible with all editions of SoftNAS Cloud®.

Upgrading

Reboot Required for AWS and VMware instances if updating from 3.4.9.5 or earlier. No reboot required for
upgrades from 3.4.9.6

Copyright ©2017 SoftNAS, Inc.
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Reboot Required for AWS and VMware instances if updating from 3.4.9.5 or earlier. No reboot required for
upgrades from 3.4.9.6.
Follow instructions to upgrade a highly available SNAP HA™ pair.

1-click upgrades are not supported from versions older than 3.3.3. Follow instructions to migrate, or Contact
SoftNAS Support to schedule an upgrade session.

New in SoftNAS Cloud® 3.4.9.7
Instance support update - New instance sizes supported in the AWS Marketplace.

Fixed in SoftNAS Cloud® 3.4.9.7

Improved Disk Status Reporting for HA failover - Failover is now triggered if an individual pool becomes
unavailable, rather than only during a node failure.

Update Warning - Language added to beginning of update process logs reminding customers that an update
can take up to two hours, and not to reboot system.

Overview
SoftNAS Cloud® 3.4.9.6 is a maintenance release containing fixes, and improvements. Version 3.4.9.6 is
compatible with all editions of SoftNAS Cloud®.

Upgrading
Reboot required for AWS and VMware instances.

Reboot Required for AWS and VMware instances.
Follow instructions to upgrade a highly available SNAP HA™ pair.

1-click upgrades are not supported from versions older than 3.3.3. Follow instructions to migrate, or Contact
SoftNAS Support to schedule an upgrade session.

Fixed in SoftNAS Cloud® 3.4.9.6

High Availability IP re-assignment issue - Fixed an issue in which the virtual IP address would not reassign

itself to the primary node after a hard failover (ie, shut-down of primary node) and node recovery. This resulted in
being unable to connect to CIFS and NFS shares post failover.

Overview
SoftNAS Cloud® 3.4.9.5 is a maintenance release containing fixes, and improvements. Version 3.4.9.5 is
compatible with all editions of SoftNAS Cloud®.

Upgrading

Reboot required for AWS and VMware instances.

Copyright ©2017 SoftNAS, Inc.
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WARNING: Due to the size of the 3.4.9.5 update, it can take up to 2 hours for the update to complete. Do NOT
terminate the update while in progress else errors may occur. If you feel that your update is taking longer than 2
hours, please contact SoftNAS support for assistance and do not reboot your instance.

Reboot Required for AWS and VMware instances.
Follow instructions to upgrade a highly available SNAP HA™ pair.

WARNING: Due to the size of the 3.4.9.5 update, it can take up to 2 hours for the update to complete. Do NOT
terminate the update while in progress else errors may occur. If you feel that your update is taking longer than 2
hours, please contact SoftNAS support for assistance and do not reboot your instance.

1-click upgrades are not supported from versions older than 3.3.3. Follow instructions to migrate, or Contact
SoftNAS Support to schedule an upgrade session.

New in SoftNAS Cloud® 3.4.9.5
Improved Disk Status Reporting for HA failover - Failover is now triggered if an individual pool becomes
unavailable, rather than only during a node failure.

Sipcalc included in installation package - This allows SoftNAS HA to operate in isolated environments (without
access to the internet) without needing to connect externally for sipcalc download.

SnapReplicate Throttling Improvements - Throttling now operates on all streams, rather than a per stream
basis, ensuring that total outbound replication is throttled, rather than per individual volumes.Throttling levels
update according to available bandwidth based on iptables. Throttling can be enabled and disabled through
settings.

Improved logging/support reports - Additional log files files added to default list of log files submitted when a
support report if generated and sent to SoftNAS support, to make troubleshooting easier.

Fixed in SoftNAS Cloud® 3.4.9.5
NFS Bind Issue causing Client Mount hang fixed - An issue that caused client mounts to hang, and resulted in
"stale file handle" errors. This has now been resolved.

Deletion of Disks in Active Pool Prevented - A "loophole" in which it was possible to accidentally delete a disk
in an active pool has now been prevented.

Kerberos DNS issue fixed - Fixed an issue hard-coding Kerberos to a single KDC/Admin Server, rather than
using DNS lookup to find a KDC/Admin server. This eliminates KDC/Admin Server as a single point of failure.

Hosts File Issue corrected - Fixed a bug in which the etc/hosts file would not return with correct values after a
reboot in some cases.

Volume Naming Issue corrected - Users can now create volumes of the same name on different pools.

Snapclone Volume Mount issue fixed - A bug in which volumes created from Snapclones within the Ul (but not
if mounted from command line) would appear but without data has been resolved.

Consumption-based licensing persistent billing error message resolved - An issue in which the “Can not
connect to AWS Billing” error would persist even after connectivity issues were fixed has now been eliminated.

Replication Hang Issue Resolved - Fixed an issue where replication could hang for lengthy periods without an
error or notification.

Copyright ©2017 SoftNAS, Inc.
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Sambal/NFS Failover issue - After a failover, Delta-Sync by design temporarily shuts down Samba and NFS to
prevent data loss during a transfer. The ability to restart the service immediately has been introduced.

Premium Disk Raid 0 Pool Creation Error fixed - An erroneous error when creating a RAID 0 pool from P20
512GB Azure disks has been resolved.

Delta-Sync File-mapping issue fixed - An issue in which failures could occur due to Delta-Sync failing to map
files correctly to .CSV has been resolved.

VIP mapping failure upon reboot fixed - An issue was occurring when a reboot was performed when HA was
deactivated resulting in loss of the VIP(becomes unassigned). This has now been resolved.

Ensured that a reboot prompt is provided after each update.

Log verbiage fix - Improved instructions matching the user interface have been introduced in log messages to
resolve SnapReplicate failures.

S3 bucket name fix - Numerical values can now be applied to bucket names.

Errata for SoftNAS Cloud® 3.4.9.5

If updating a SnapReplicate™ pairing to 3.4.9.5 according to the instructions found here, you may run across
an error in which SoftNAS Cloud falsely reports SnapReplicate™ as still active, but with the deactivate button to
continue the process grayed out.

Recommended Action: If the above occurs, switch to the SnapReplicate/Snap HA tab, and activate and
deactivate replication, then return to the update process.

Overview
SoftNAS Cloud® 3.4.9.4 is a maintenance release containing fixes, and improvements. Version 3.4.9.4 is
compatible with all editions of SoftNAS Cloud®.

Upgrading
A reboot is required for any users leveraging cloud disks.

A reboot is required for any users leveraging cloud disks.
Follow instructions to upgrade a highly available SNAP HA™ pair.

1-click upgrades are not supported from versions older than 3.3.3. Follow instructions to migrate, or Contact
SoftNAS Support to schedule an upgrade session.
Fixed in SoftNAS Cloud® 3.4.9.4

Auto Failover Issue — Fixed an issue where in some cases auto-failover did not assign the VIP address to the
proper interface.

Copyright ©2017 SoftNAS, Inc.
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Overview
SoftNAS Cloud® 3.4.9.3 is a maintenance release containing fixes, and improvements. Version 3.4.9.3 is
compatible with all editions of SoftNAS Cloud®.

Upgrading
A reboot is required for any users leveraging cloud disks.

A reboot is required for any users leveraging cloud disks.
Follow instructions to upgrade a highly available SNAP HA™ pair.

1-click upgrades are not supported from versions older than 3.3.3. Follow instructions to migrate, or Contact
SoftNAS Support to schedule an upgrade session.

Fixed in SoftNAS Cloud® 3.4.9.2
License Validation bug fix - Fixed an issue in which large storage volumes misrepresented terabytes as
gigabytes, resulting in an error mistakenly stating the customer had exceeded his license limit.

Overview
SoftNAS Cloud® 3.4.9.2 is a maintenance release containing fixes, and improvements. Version 3.4.9.2 is
compatible with all editions of SoftNAS Cloud®.

Upgrading

A reboot is required for any users leveraging cloud disks.

A reboot is required for any users leveraging cloud disks.
Follow instructions to upgrade a highly available SNAP HA™ pair.

1-click upgrades are not supported from versions older than 3.3.3. Follow instructions to migrate, or Contact
SoftNAS Support to schedule an upgrade session.

New in SoftNAS Cloud® 3.4.9.2
Getting Started Checklist Change - To more accurately reflect the requirement of an email address for
notifications and alerts, guidance is changed to create a 'notification email’, rather than 'admin email'.

Fixed in SoftNAS Cloud® 3.4.9.2
AWS Directory Service Integration Fix - Fixed bug resulting in Ajax communication error as well as errors in
authenticating group permissions.

Errata for SoftNAS Cloud® 3.4.9.2

Error Creating HA Controller - Fixed an issue where the longer instance ID lengths were preventing creation of
the HA controller.

Copyright ©2017 SoftNAS, Inc.
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Overview
SoftNAS Cloud® 3.4.9.1 is a maintenance release containing fixes, and improvements. Version 3.4.9.1 is
compatible with all editions of SoftNAS Cloud®.

Upgrading

A reboot is required for any users leveraging cloud disks.

A reboot is required for any users leveraging cloud disks.
Follow instructions to upgrade a highly available SNAP HA™ pair.

1-click upgrades are not supported from versions older than 3.3.3. Follow instructions to migrate, or Contact
SoftNAS Support to schedule an upgrade session.

New in SoftNAS Cloud® 3.4.9.1
Ephemeral Disks as Cache for Azure - SoftNAS Cloud can now leverage ephemeral disks as read cache to
improve performance on Azure instances.

Case Sensitivity Option/Volume Creation - A checkbox has been provided to allow users to determine whether
to apply case sensitivity to a pool.

Selectable Software Updates - Software Updates now shows up to 3 of the latest release versions available for
upgrade (if the user has not updated for more than 3 releases), and allows the user to select from between them,
based on linked release notes.

Self-Configured Disk Authentication Version Option - In the Add Cloud Disk Extender wizard for Self-
Configured Disks, users can now specify the authentication version (v2 or v4) used for the object storage in
question.

AWS Billing Gateway Failure to Connect Alert added - FCP customers will now be alerted if the connection to
the AWS Billing Gateway fails, and provided a timer in order to know when services will be disconnected.

Support for AWS US East Ohio Region - The AWS/Ohio region is now accessible from within StorageCenter’s
Add Devices wizard, allowing users to create S3 disks from this region.

HA Validation Pre-Checks - Validations have been added to ensure key HA requirements are all configured
prior to SNAP HA setup. These include:

* Access to S3

* Access to a NTP server

» Two ENIs (one for replication traffic, one for heartbeat)

» Checking that each ENI is set to a different subnet

* IAM permissions

* Admin email is validated

Fixed in SoftNAS Cloud® 3.4.9.1
Email Notifications Fix - SoftNAS Cloud no longer attempts to send email notifications to the default email
example address of admin@example.com.
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Etc./Hosts File Fix - Duplicate 127.0.0.1 entries no longer appear in the hosts file after a reboot.

Importing S3 Disk Fix - If importing an S3 volume and the user specified an incorrect volume size (ie; a smaller
size than it was created as), StorageCenter did not alert the user of the issue. This has been corrected.

Email Notification Fix - An unnecessary alert email generated when checking for updates, regardless of
whether updates are available, has been downgraded to info status, and will be logged rather than generating an
alert email.

Errata for SoftNAS Cloud® 3.4.9.1

On a SnapReplicate pairing of proxy SoftNAS instances, exclusions for the source and target now populate
automatically. However, upon deletion of Replication, the source entry should be removed from target exclusion
list. This does not occur.

Recommended Action: If deleting replication on a proxied SoftNAS instance, remove source entry exclusion
from target manually.

Due to persistent display issues with header elements in Microsoft Edge, we no longer support the browser.
Recommended Action: Open the instance in a supported browser, such as Internet Explorer or Chrome.

In the Available Devices panel of Disk Devices, the Make and Model column presents SoftNAS created Azure
disks as "Msft Virtual Disks" rather than "SoftNAS, Azure Virtual Disk". This will be corrected in a later release.
Recommended Action: None

During software update, the Progress Bar may go to 102% for a few seconds prior to completion.
Recommended Action: None.

Overview
Version 3.4.9 is a maintenance release containing critical fixes and improvements. Version 3.4.9 is compatible
with all editions of SoftNAS Cloud.

Upgrading
No reboot is required.

No reboot is required.
Follow instructions to upgrade a highly available SNAP HA™ pair.

1-click upgrades are not supported from versions older than 3.3.3. Follow instructions to migrate, or Contact
SoftNAS Support to schedule an upgrade session.

Fixed in SoftNAS Cloud® 3.4.9
Fixed NFSv4 bind issue - NFS was not mounting correctly after HA failover events leading to stale file handle
errors This issue has been fixed.

Overview
SoftNAS Cloud® 3.4.8 is a maintenance release containing feature additions, fixes, and improvements. Version
3.4.8 is compatible with all editions of SoftNAS Cloud.
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Upgrading

A reboot is required for any users leveraging cloud disks.

A reboot is required for any users leveraging cloud disks.
Follow instructions to upgrade a highly available SNAP HA™ pair.

1-click upgrades are not supported from versions older than 3.3.3. Follow instructions to migrate, or Contact
SoftNAS Support to schedule an upgrade session.

New in SoftNAS Cloud® 3.4.8

Azure Blob Object Storage Support — SoftNAS Cloud® frontends the object based scalable storage provided
by Azure Blob Storage to present NFS, CIFS/SMB, iSCSI or AFP file sharing protocols for enterprise workloads.
SoftNAS Cloud allows easy workload migrations to the Azure cloud without changing existing application data
structures or workflows. Scale NAS deployments to Azure Blob Storage from gigabytes to petabytes.

Azure storage backends for SoftNAS Cloud:

» Azure Premium Storage — SSD based block storage for high-performance, I/O intensive workloads.

* Azure General Purpose Storage — HDD based block storage for general purpose workloads.

» Azure Hot Blob Storage - Object storage optimized for frequent I/O data.

* Azure Cool Blob Storage - Object storage optimized for low 1/O and low cost (safe-keeping of less frequently
accessed file data).

SNAP HA™ — now on Azure — SoftNAS’ patent-pending SNAP HA™ allows easy high-availability (HA) and
cluster configuration for robust non-stop application operation with automatic failover and seamless transfer
across controllers. SNAP HA, combined with Azure availability sets, makes the unique SoftNAS No Storage
Downtime Guarantee available for customers using SoftNAS Cloud for Microsoft Azure.

Role-based Access Control (RBAC) — Ensure greater security and control for organizations with multiple users
or systems on Microsoft Azure. RBAC allows management of users, roles and permissions to provide defined
parameters for delegated administration.

Support Change: As of 3.4.8 softnas does not support launching vms on the Classic Portal. The Azure

Resource Manager (ARM) is the only supported platform. Prominent SoftNAS features (notably high availability)
will not function on VMs using Classic Portal.

DeltaSync™ — Reduces the Recovery Time Objective (RTO) from days to hours for cluster recovery from a high-
availability (HA) failover event.

Fixed in SoftNAS Cloud® 3.4.8
Fixed SnapClone/HA issue - Replicating SnapClones no longer results in an HA degraded state.

False error message removed - The false error message when restoring a pool with LUKS encryption enabled
is eliminated.

Fix to SNAP HA wizard on proxy instances - EIP option no longer displays if creating a SNAP HA pairing on a
proxy enabled SoftNAS instance.
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Error Message fixed - If entering a non-existent pool name into the Create Volume wizard, an error message
reading "Creating volume: No such pool: rO_dfaf" will be generated.

S3 Import failure display issue fixed - A disk with 0 bytes no longer displays upon a failed S3 import.
‘Total Space Used’ stat fixed - Space calculations for block based volumes now display correctly.

Self-Configured Disk bucket error fixed - A bucket error occurring when rebooting a proxy instance using self-
configured disks has been eliminated.

Fixed Proxy exclusion list- source and target exclusions for replication now auto-populate correctly before and
after replication is disabled/re-enabled.

Fixed Display Issues in Microsoft Edge - Scroll bars within Ul elements now display and function properly.

Fixed Ul Issue - Text overlapping radial button in LDAP server settings workspace is now correctly placed.

Errata for SoftNAS Cloud® 3.4.8

Errors may occur importing S3 disks that are members of a Storage Pool composed of multiple S3 disks.
Recommended Action: Contact SoftNAS Support to assist if it is necessary to import Storage Pools that span
multiple S3 disks.

1 click upgrade feature for versions below 3.3.3 is not functioning in Internet Explorer.
Recommended Action: Perform the operation in Mozilla or Firefox. (3174)

On a SnapReplicate pairing of proxy SoftNAS instances, exclusions for the source and target now populate
automatically. However, upon deletion of Replication, the source entry should be removed from target exclusion
list. This does not occur.

Recommended Action: If deleting replication on a proxied SoftNAS instance, remove source entry exclusion
from target manually.

Due to SSL certificate renewal process, after software update, a failed request error may appear due to browser
calling up cached content. Alternatively, the software update complete message may appear twice, followed by a
white web page.

Recommended Action: For either issue, refresh the browser (Ctrl +f5) to return to login.

Azure AD password expiry can cause HA and Add Disk failures.
Recommended Action: To disable password expiry, see Azure Documentation.

When importing a deleted pool, the import pool dialog box may not disappear, though the pool imports
successfully.
Recommended Action: Verify pool import, and close the dialog box.

Table headers for Disk Devices, Volumes and LUNS, Storage Pool panels may shift out of position/out of sight if
you navigate to another area while a task (create/delete) is in process.
Recommended Action: Refresh browser, or log out/log in if this occurs.

SoftNAS login screen can intermittently appear in SoftNAS Ul panel rather than in browser if session expires.
Recommended Action: Refresh your browser, login as usual.

Deleting an Azure Blob Disk from an instance via the Azure Portal can cause your SoftNAS instance to become

unstable/unresponsive.
Recommended Action: Delete Azure Blob disks from within the SoftNAS UI.
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Currently, displayed pool or volume graphs are proportional, which can result in small pools being nearly invisible
if presented along with large pools or volumes (for example a 10 GB volume next to a 100 terabyte volume).

Overview

Version 3.4.7.4 is a maintenance release containing critical fixes and improvements. Version 3.4.7.4 is
compatible with all editions of SoftNAS Cloud. Upgrading to this release is highly recommended for anyone
leveraging Cloud Disks.

Upgrading
A reboot is required for any users leveraging cloud disks.

A reboot is required for any users leveraging cloud disks.
Follow instructions to upgrade a highly available SNAP HA™ pair.

1-click upgrades are not supported from versions older than 3.3.3. Follow instructions to migrate, or Contact
SoftNAS Support to schedule an upgrade session.

Fixed in SoftNAS Cloud® 3.4.7.4

S3 Cloud Disk Fix - A modification to S3 Cloud disks allows for proper response when the underlying object
storage returns a 500 or 503 error.

Overview
Version 3.4.7.3 is a maintenance release containing critical fixes and improvements. Version 3.4.7.3 is
compatible with all editions of SoftNAS Cloud.

Upgrading
No reboot is required.

No reboot is required.
Follow instructions to upgrade a highly available SNAP HA™ pair.

1-click upgrades are not supported from versions older than 3.3.3. Follow instructions to migrate, or Contact
SoftNAS Support to schedule an upgrade session.

Fixed in SoftNAS Cloud® 3.4.7.3

Fix to default settings - Disabled Linux Memory Overcommit.

Overview
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Version 3.4.7.2 is a maintenance release containing critical fixes and improvements. Version 3.4.7.2 is
compatible with all editions of SoftNAS Cloud.

Upgrading
No reboot is required.

No reboot is required.
Follow instructions to upgrade a highly available SNAP HA™ pair.

1-click upgrades are not supported from versions older than 3.3.3. Follow instructions to migrate, or Contact
SoftNAS Support to schedule an upgrade session.

Fixed in SoftNAS Cloud® 3.4.7.2
Fix to Ajax errors - resolved an issue specific to 3.4.7 in which Ajax errors would result when rejoining a domain.

Fix to NFS Exports Functionality - When creating NFS exports, the option to make the export available to
everyone was not functioning correctly. This has been resolved.

Fix to NFS Exports bind entries - An issue with NFSv4 bind entries overwriting required entries for NFSv3
compatibility has been fixed.

Fix to AWS VIP routing table - When failing over in an HA setting, an error would occur upon required update of
the AWS VIP routing table. This has been resolved.

Fix to SNAP HA deletion error - An error that would occur when attempting to delete a SNAP HA pairing has
been resolved.

Fix to Century Link Regional S3 Bucket location error - S3 Buckets placed in US East region would be
misplaced to another region. This has been resolved.

Overview

Version 3.4.7.1 is a maintenance release containing critical fixes and improvements. Version 3.4.7.1 is
compatible with all editions of SoftNAS Cloud.

Upgrading

No reboot is required.

No reboot is required.
Follow instructions to upgrade a highly available SNAP HA™ pair.

1-click upgrades are not supported from versions older than 3.3.3. Follow instructions to migrate, or Contact
SoftNAS Support to schedule an upgrade session.

Fixed in SoftNAS Cloud® 3.4.7.1
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VMware S3 Disk Device Errors - Fixed an issue in which S3 disks introduced to VMware instances upgraded

to 3.4.7 would result in errors, or would hang. Pre-existing S3 disks (from prior to upgrade) sometimes did not

display in the Volumes Table. These issues have been resolved.

Overview
Version 3.4.7 is a maintenance release containing critical fixes and improvements. Version 3.4.7 is compatible
with all editions of SoftNAS Cloud® NAS.

Upgrading

A reboot is required in order to see the benefits of the fixes added in this release. Existing functionality will not be
affected pending reboot. SoftNAS recommends upgrading during a maintenance window.

A reboot is required in order to see the benefits of the fixes added in this release. Existing functionality will not be
affected pending reboot. SoftNAS recommends upgrading during a maintenance window.

™

Follow instructions to upgrade a highly available SNAP HA" ™ pair.

1-click upgrades are not supported from versions older than 3.3.3. Follow instructions to migrate, or Contact
SoftNAS Support to schedule an upgrade session.

HA Patch in SoftNAS Cloud® 3.4.7

3.4.7 includes new logic and logging to address an issue seen in previous releases where brief losses of
communication between AWS and SoftNAS instances have resulted in unnecessary failovers. These measures
will both prevent the unnecessary failovers, and aid SoftNAS in determining root cause.

Fixed in SoftNAS Cloud® 3.4.7

LUN Target Deletion Issue Fixed - Fixed an issue where a deleted target would result in the LUN detaching
from other targets.

CIFS Samba Configuration issue fixed - Fixed an issue with user level authentication for CIFS and Active
Directory integration.

AWS key error on Proxy instances - Fixed an issue in which EBS and S3 disks added to a SoftNAS instance
that was protected by a proxy server would result in an AWS error message. Bucket errors on S3 when
connected to a proxy were also resolved.

Software Update via Proxy - Fixed an issue where software updates could not be installed when connected via
a proxy.

License Authentication/Proxy issue - Fixed an issue with activating licenses of SoftNAS instances that are
installed behind a proxy.

Updates Functionality in Webmin Panel - Users can now perform OS Yum updates from within the Webmin
Panel.

Log Message Classification Change - Fixed an HA failure message in SoftNAS logs which was misclassified
as a "Warning" rather than an "Error". The message has been changed to:
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"Error ---> HA controller is not configured! Using SnapReplicate role instead of HA
Controller as authoritative."

Fix to CLI Created Disks - Fixed an issue where disks created in CLI would default to a setting of
sync=disabled.

NFS Server Default Thread Count Value- Default thread count logic is improved, and is now based on the
amount of available RAM, rather than a set default.

Improved NFS Export Functionality - Users can now add multiple hosts via our Webmin Panel with comma
separated values.

Exports and Shares Displaying after Pool Deletion - Fixed an issue in which NFS Exports and AFP Volume
Shares would continue to display after a pool was deleted.

Importing S3 disks from Frankfurt Region Resolved - Errata issue identified in 3.4.6 is now resolved. Users
can now import S3 disks from Frankfurt without issue.

SMTP Server Authentication - Fixed an issue with SMTP Authentication where windows domain and username
were not recognized as valid credentials (ie: domain/username).

Errata for SoftNAS Cloud® 3.4.7

Elastic IP addresses will not work when using a proxy. This option will be removed from the HA configuration
wizard in a later release, if a proxy setup is detected.

Recommended Action: If planning to establish high availability and use a proxy server, plan your configuration
to make use of Virtual IP addresses in your configuration.

As we are doing a yum update as part of the 3.4.7 update, it could take time to complete. The time varies
depending on Instance or VM resources.
Recommended Action: Plan the update for a maintenance window.

A misleading error message is generated if the wrong name is typed into the storage pool field when creating a
volume - the error message reads ‘Creating Volume: Not enough space at pool test.” It will be changed in an
upcoming release to state that the pool specified does not exist.

S3 volumes created and attached as iSCSI LUNs are not displaying the disk use percentage in the Volumes
table.
Recommended action: Monitor iISCSI Volumes in the Overview section to avoid running out of disk space.

After upgrading your instance, your instance will refresh. A prompt should appear telling you to reboot your
instance. It currently does not.
Recommended Action: Reboot your instance after upgrade.

If running your SoftNAS instance behind a proxy, you may run into issues with running a Yum update on your
SoftNAS instance. Certain mirror lists may return a 404 error (not found).

Recommended Action: In the command shell, run the ‘yum clean all' command, and then ‘yum update’ in order
to resolve the issue.

If running a SnapReplicate SoftNAS pairing, for replication to occur, the IPs of both paired instances must be
added to the proxy's exclusion list manually.

Overview
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Version 3.4.6.2 is a maintenance release containing critical fixes and improvements. Version 3.4.6.2 is
compatible with all editions of SoftNAS Cloud.

Upgrading
No reboot is required.

No reboot is required.

™

Follow instructions to upgrade a highly available SNAP HA "™ pair.

1-click upgrades are not supported from versions older than 3.3.3. Follow instructions to migrate, or Contact
SoftNAS Support to schedule an upgrade session.

Fixed in SoftNAS Cloud® 3.4.6.2

AWS JAVA SDK update- Added support for a new reporting API resulting in a minor change to a usage reporting
structure.

Version Numbering enhancement - Added support for four-digit version numbers within SoftNAS.

Overview

Version 3.4.6.1 is an optional maintenance release containing upgrades that allow use of AWS' new Flexible
Consumption Pricing model. If not switching to the Flexible Consumption Pricing model, this upgrade can be
skipped. Version 3.4.6.1 is compatible with all editions of SoftNAS Cloud® NAS.

Upgrading
No reboot is required.

No reboot is required.

™

Follow instructions to upgrade a highly available SNAP HA" ™ pair.

1-click upgrades are not supported from versions older than 3.3.3. Follow instructions to migrate, or Contact
SoftNAS Support to schedule an upgrade session.

Fixed in SoftNAS Cloud® 3.4.6.1

Flexible Consumption Pricing Added- SoftNAS is one of four vendors chosen to be part of the AWS flexible
consumption pricing (FCP) launch. This new pricing model, only available via the AWS Marketplace, allows
you to scale your software usage up or down without modifying your SoftNAS EC2-based instance and still pay
through your AWS Marketplace bill. When your usage changes, your hourly charge changes to match. This
means you only pay for the amount of software you need to operate your workloads.

Overview
Version 3.4.6 is a maintenance release containing critical fixes and improvements. Version 3.4.6 is compatible
with all editions of SoftNAS Cloud® NAS.

Upgrading

Copyright ©2017 SoftNAS, Inc.


https://www.softnas.com/helpdesk/index.php?/Knowledgebase/Article/View/111/0/softnas-kb-updating-software-in-an-ha-pair-from-333334
https://www.softnas.com/helpdesk/index.php?/Knowledgebase/Article/View/7/0/softnas-kb-how-to-migrate-softnas
https://www.softnas.com/wp/support/?utm_campaign=3-4-launch&utm_medium=crm-email&utm_source=aws&utm_content=softnas-cloud-3-4-released-and-available&utm_term=contact-softnas-support
https://www.softnas.com/wp/support/?utm_campaign=3-4-launch&utm_medium=crm-email&utm_source=aws&utm_content=softnas-cloud-3-4-released-and-available&utm_term=contact-softnas-support
https://www.softnas.com/helpdesk/index.php?/Knowledgebase/Article/View/111/0/softnas-kb-updating-software-in-an-ha-pair-from-333334
https://www.softnas.com/helpdesk/index.php?/Knowledgebase/Article/View/7/0/softnas-kb-how-to-migrate-softnas
https://www.softnas.com/wp/support/?utm_campaign=3-4-launch&utm_medium=crm-email&utm_source=aws&utm_content=softnas-cloud-3-4-released-and-available&utm_term=contact-softnas-support
https://www.softnas.com/wp/support/?utm_campaign=3-4-launch&utm_medium=crm-email&utm_source=aws&utm_content=softnas-cloud-3-4-released-and-available&utm_term=contact-softnas-support

&ZSoftNAS i i

cLOUD" Installation and User Guide
A number of S3 improvements are included as part of the upgrade. To take full advantage of the S3
improvements, a reboot is required. S3 Cloud Disks will continue to function without a reboot, but at the pre-
upgrade level of functionality.

A number of S3 improvements are included as part of the upgrade. To take full advantage of the S3
improvements, a reboot is required. S3 Cloud Disks will continue to function without a reboot, but at the pre-
upgrade level of functionality.

™

Follow instructions to upgrade a highly available SNAP HA "™ pair.

1-click upgrades are not supported from versions older than 3.3.3. Follow instructions to migrate, or Contact
SoftNAS Support to schedule an upgrade session.

Security Patch in SoftNAS Cloud® 3.4.6

On February 16th, a serious defect was found in the getaddrinfo() library call in glibc. This issue, labelled
CVE-2015-7547, allows an attacker to cause buffer overflow to occur, creating the possibility of remote code
execution in some circumstances. In order to ensure that SoftNAS instances are not vulnerable to this potentially
serious security issue, a hotfix has been created in order to eliminate this risk. If this hotfix has not already been
applied, we recommend applying it immediately after your update to 3.4.6, as both the hotfix and update will
require a reboot. Performing a single reboot for both patch and update will save significant time. See [SoftNAS
KB]: Installing Hotfix for CVE-2015-7547 for update instructions.

Fixed in SoftNAS Cloud® 3.4.6

Improvements to the implementation of S3 Cloud Disk Extender: A new High-Performance S3 Block Cache
has been implemented that improves performance drastically by caching changes in RAM, then synchronously
flushing to S3 media in concert with ZFS filesystem to ensure data integrity. The High-Performance S3 Block
Cache replaces the earlier “Block Cache File”, which is deprecated and no longer used or required.

After upgrading to 3.4.6 (or later) and rebooting, it is recommended to delete any unused "s3cachepool" pools
that were previously assigned for the block cache file storage, as they are no longer used. The block devices
used for these pools can be reassigned as read cache, write log, or decommissioned.

Additionally, after upgrading to 3.4.6, it is necessary to reboot the instance in order for all of the improvements to
be installed. S3 Cloud Disks will continue to function, but until the system is rebooted not all of the improvements
will have been applied. Reboot is expected to take some time as the software updates are applied, particularly for
S3 customers. The time required for the reboot to complete is dependent on the amount of data in the cache, and
the speed of your network connection. See Errata for more details.

Frankfurt Region HA issue: Fixed an authentication issue preventing HA setup from functioning in the Frankfurt
region.

Erroneous Dialog Windows: Fixed an issue in which HA installation would display several unnecessary dialog
windows.

AD Domain Field Character Limit: Increased the previously restrictive character limit to 255 characters.
Editing Volumes: Fixed an issue in which if a user attempted to edit a volume, modifying the volume would not

complete.

Errata for SoftNAS Cloud® 3.4.6
As stated above, a reboot is required to obtain the improvements to S3 performance. Under certain conditions,
this reboot can take a great deal of time. The reboot process performs three basic steps - applying the update,
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flushing the cache, then the reboot itself. If using S3 over a slow network connection, flushing the cache can take
a long time. It is important NOT to interrupt this process (ie. by a hard boot) or you may lose valuable data.
Recommended Action: To avoid a lengthy reboot process, stop i/o, and wait for the cache to flush prior to
performing your reboot. You can determine the amount of data in your cache by opening SoftNAS' dashboard,
and viewing Cache Memory under the Performance tab. Alternatively, monitor the network writes traffic in the I/
O Throughput panel. When this activity subsides, your reboot should take far less time.

When running a software update on platforms other than AWS an error may be shown in the log: "curl: (7)
couldn't connect to host".
Recommended Action: It is safe to ignore this error, and the update will complete successfully.

An issue may occur when deleting SoftNAS Cloud Extender disks where the disk continues to appear in the disk
devices panel and the Storage Center user interface is unable to be displayed.

Recommended Action: The issue will resolve itself and Storage Center will provide full functionality when the
delete operation completes.

The SoftNAS Dashboard> Performance Panel does not include all types of filesystem activity in the throughput
graph.

Errors may occur importing S3 disks that are members of a Storage Pool composed of multiple S3 disks.
SoftNAS Support can assist if it is necessary to import Storage Pools that span multiple S3 disks.

If configured in a SNAP HATM/SnapRepIicate configuration, volumes deleted from the primary node are not
deleted from the secondary. A takeover initiated from the target node will replicate the volume again.
Recommended Action: If you need to remove the volume and its data permanently, delete the volume from both
nodes.

iISCSI targets reconnect after a reboot, but disk devices may not show as available, due to a delay to the start of
ZFS services.
Recommended Action: Refresh after a minute or two, and the disks will reappear.

If restoring a pool with LUKS encryption enabled, a false error message may be generated in the logs. The
restoration process will successfully restore the selected pool and data.
Recommended Action: No action required, disregard error message.

S3 Imports to the Frankfurt AWS region fail when initiated from the Ul.
Recommended Action: If you have the need to import an S3 Bucket in Frankfurt please contact SoftNAS
Support.

Overview
Version 3.4.5 is a maintenance release containing critical fixes and improvements. Version 3.4.5 is compatible
with all editions of SoftNAS Cloud® NAS.

Upgrading
No reboot is required.

No reboot is required.

™

Follow instructions to upgrade a highly available SNAP HA" ™ pair.

1-click upgrades are not supported from versions older than 3.3.3. Follow instructions to migrate, or Contact
SoftNAS Support to schedule an upgrade session.
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Fixed in SoftNAS Cloud® 3.4.5

Nuisance alerts and log messages fixed - A minor issue with SNAP HATNI
messages and nuisance email alerts from the target node has been resolved.

resulted in unnecessary log

NFS Bind on reboot fixed - A critical issue with remounting NFS bind mounts on reboot has been resolved.
Errata for SoftNAS Cloud® 3.4.5

If updating an instance that has as yet never been updated, there is a known issue where updating from 3.4.4 or
earlier to 3.4.5 will hang at 82%, and will seemingly not update.

Recommended Action: The update completes just fine, however you will need to reboot the system, or
alternatively, go to Webmin, run the command "service httpd restart", then refresh the browser to see the
changes.

Note: Instances newer than 3.4.6 will not see this issue. This issue will also not be seen if the update process
has previously been run, for example, if you previously updated from 3.4.3 to 3.4.4. The above issue has also
been seen in VMware instances.

Overview
Version 3.4.4 is a maintenance release containing critical fixes and improvements. Version 3.4.4 is compatible
with all editions of SoftNAS® Cloud NAS.

Upgrading

No reboot is required.

No reboot is required.

™

Follow instructions to upgrade a highly available SNAP HA "™ pair.

1-click upgrades are not supported from versions older than 3.3.3. Follow instructions to migrate, or Contact
SoftNAS Support to schedule an upgrade session.

Fixed in SoftNAS Cloud® 3.4.4
S3 Cloud Disk data integrity fixes - Issues addressed that may result in a degradation of data integrity for
S3 Cloud Disks through reboots, upgrades, and power-loss scenarios. All customers using S3 Cloud Disks are
strongly encouraged to apply the following steps. Steps 1-3 are required for data integrity. #4 is a performance
improvement.
1. Upgrade to 3.4 .4.
2. Configure all S3 Cloud Disks to utilize 1 GB block cache file. For new configuration follow directions in
Add Cloud Disk Extenders in the Install Guide. For existing configurations Contact SoftNAS Support.
3. Install the S3 Hotfix to ensure optimal performance and data integrity.
4. Follow S3 Cloud Disk Best Practices by using VPC Endpoints on AWS.

Resync of data after a high availability failover - A SNAP HATM

not reliably replicate data to the new target node.

pair that had been failed, and repaired did

New in SoftNAS Cloud® 3.4.4
New - SoftNAS Cloud AMI is now available in the Korea region, without local Korea S3 bucket support (all other

regions supported). Local Korea S3 bucket support coming in a future software update.

Errata for SoftNAS Cloud® 3.4.4
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™ may not be able

In a high availability configuration, with the Primary instance in a Degraded state, SNAP HA
to be deleted through the Delete HA operation on first attempt.
Recommended Action: Log out of the StorageCenter Ul. Log back in, and press Delete HA again. Successive

Delete HA operations will succeed.

Overview
Version 3.4.3 fixes a licensing issue in 3.4.0-3.4.2 for SoftNAS Cloud Standard on AWS Marketplace. Version
3.4.3 is compatible with all editions of SoftNAS Cloud® NAS.

Upgrading

No reboot is required.

No reboot is required.

™

Follow instructions to upgrade a highly available SNAP HA" ™ pair.

1-click upgrades are not supported from versions older than 3.3.3. Follow instructions to migrate, or Contact
SoftNAS Support to schedule an upgrade session.

Overview

Versions 3.4.2 provides additional security to major release version 3.4.0. Version 3.4.2 for all editions of
SoftNAS Cloud® NAS is available. Upgrading to version 3.4.2 is highly recommended to address critical feature
and security enhancements.

Upgrading
No reboot is required.

No reboot is required.

™

Follow instructions to upgrade a highly available SNAP HA" "™ pair.

1-click upgrades are not supported from versions older than 3.3.3. Follow instructions to migrate, or Contact
SoftNAS Support to schedule an upgrade session.

Security Update in SoftNAS Cloud® 3.4.2

This security update resolves a potentially severe security vulnerability in the SoftNAS StorageCenter Aapache
web server that could allow remote code execution when combined with other attacks over an unprotected
network such as the Internet. An attacker who successfully exploited the vulnerability could run arbitrary
commands on the storage appliance. Customers who have properly restricted Internet-based access to
StorageCenter using the recommend best practices that limit StorageCenter access to a limited number of
approved IP addresses or that isolate StorageCenter access to private networks, are less likely to be impacted
than those who provide open Internet-based StorageCenter access (which is never recommended).

This security update addresses the vulnerability by closing exploits in Apache web server.

New in SoftNAS Cloud® 3.4.0
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360-degree Encryption™ — Data encryption all the time—at rest and in flight. Data-at-rest is encrypted through
open source Linux Unified Key Setup (LUKs). LUKSs is accepted as the standard for encryption of stored data.
Data-in-flight is encrypted for CIFS and NFS file protocols.

Apple File Protocol Support — Apple File Protocol (AFP) offers file services for Mac OS X. Now Mac users
can consolidate time machine backups and search for files with Spotlight when using SoftNAS with AFP for
centralized storage.

Dual Factor Authentication — Prevent unauthorized access to SoftNAS management console with two-step
authentication for SoftNAS StorageCenter™ through Google Authenticator.

Login Protection from Bots — Human verification through Google reCAPTCHA prevents bots from
programmatically gaining access to the SoftNAS management console.

Red Hat AMI on AWS — SoftNAS Cloud for Red Hat Enterprise Linux (RHEL) is now available as a separate
RHEL 7 AMI on AWS Marketplace.

Hitachi Data Systems S3 Support — Easily add Hitachi Content Platform (HCP) within StorageCenter to provide
file services for Hitachi object storage.

Active Directory Integration Improvements — Trusted Active Directory Domains, user searches and domains
with up to 1.35 million objects now supported.

Fixed in SoftNAS Cloud® 3.4.0

Key fixes to improve the SoftNAS experience include:

* Alert system improved to decrease the number of generated emails
« Software upgrade fixed to work with HA

* 1-click software upgrade is restricted to version 3.3.0 and newer

» GUID Partition Tables (GPT) on S3 devices could have been corrupted when upgrading from versions older
than 3.3.0.

» Adding 16 TB EBS Volumes is now supported from StorageCenter

* |JAM improved to be more restrictive

» Samba configuration file preserved across software updates

* Product Registration prompts 7 days after product launch

NTP configurable for HA

* File permissions synchronize across CIFS shares and NFS exports
» StorageCenter no longer randomly logs out user sessions

* EULA “agree” button fixed to be accessible in FireFox 39.03

Errata for SoftNAS Cloud 3.4.0 - 3.4.2

Due to a number of factors, SoftNAS instances may increase resource consumption when moving from POC

to Production. Planning for production instances should reflect this by planning for these higher resource
requirements. Examples where higher resources are needed include: increased 10 load, replacing local storage
such as EBS with S3, enabling SnapReplication, scheduling backups.

Recommended Action: Plan scale-out to production by anticipating the need to use larger instances and more
resources for the SoftNAS VM.

S3 based Storage Pools continue to grow over time, which can affect S3 bucket usage.
Recommended Action: Contact Support for the patch for Trim/Discard.

SnapReplicate does not replicate SnapClones. The Event Log reports not transferring SnapClones as an error.
Recommended Action: Be aware that SnapClone data is not protected with SnapReplication and HA.

Log files sent by Support Report can fail when too large. Failure is indicated by a pop-up status “Failure: Ajax
communication failed”.
Recommended Action: Contact Support to transfer log files through FTP.
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Users are allowed through StorageCenter Ul to remove disk devices from newly created storage pools, even
when files are stored in a pool.

Recommended Action: After creating a storage pool, close and reopen the Disk Devices tab before taking any
action on devices in the tab.

EBS Volumes may be incorrectly shown as Internal Devices in the Disk Devices tab if created added from the
AWS console while other devices are added from StorageCenter.
Recommended Action: Do not add disk devices from StorageCenter and AWS console at the same time.

Errant error message is shown for loading AFP in SnapReplicate event log. The errrant message can be viewed
in the Events section of Replication Control Panel, “ERROR: AFP Netatalk service failed to reload in remote
node...”.

Recommended Action: The message is invalid. Ignore.

Refreshing the SnapReplicate tab when connected through RDP will cause the Ul frames to scroll to right.
Recommended Action: The issue is cosmetic only. Avoid continual refreshes of the SnapReplicate tab when
connected to the Ul through RDP.

Ul has compatibility issues with FireFox version 41.0.1. A specific example is that the “Next” button on
SnapReplicate wizard does not get enabled.

Recommended Action: Use earlier version of FireFox such as 40.0.3 or another browser such as Internet
Explorer, Chrome, Safari.

In General System Settings, the webmin screen lists NFS Exports twice under Networking. NFS v4 and v3 are
supported, and are shown here as separate selections.
Recommended Action: Select each NFS Exports option to find the version interested in.

In the CIFS Shares Tab, Security and Access a user can be selected multiple times.
Recommended Action: Avoid selecting a user more than once.

On the Microsoft Azure platform, a disk device that has been assigned to a storage pool may be listed as Ready
to Assign in Disk Devices.
Recommended Action: Take care with SoftNAS on Azure, to assign a disk device to a storage pool only once.

Storage Pools with a mix of encrypted and unencrypted S3 buckets are not recommended.

Issues are noted when deleting mixed encryption S3 pools.
Recommended Action: Do not mix Storage Pools with encrypted and unencrypted S3 buckets. If such pools
are deleted, reboot to access StorageCenter Ul.

The Disk Devices tab in StorageCenter does not update status for S3 devices when the S3 devices are deleted
from the AWS console.

Recommended Action: Don’t delete devices from the AWS Console that are in use. Delete S3 devices from
StorageCenter Disk Devices before deleting from AWS Console.

In a storage pool with S3 devices, when a hot spare condition occurs from a spare S3 device, StorageCenter Ul
may be unresponsive.

Recommended Action: Due to the highly durable nature of object storage, using hot spares in an S3-based
storage pool is not recommended. Reboot instance if the Ul is found unresponsive when using S3 hot spares.

Deleting a target for an iSCSI share with multiple targets may cause all targets to become disconnected from that

iISCSI share.
Recommended Action: Reconnect any targets from the iSCSI LUN Targets tab.
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Connecting to an iSCSI LUN may cause an errant device to appear in the Disk Devices tab. Device shows up as
0 bytes and needing to be un-mounted.
Recommended Action: Avoid cleaning up or using 0 byte disk devices in the Disk Devices tab.

Storage Pools protected with RAID 6 report Usable Capacity incorrectly by using the raw capacity value.
Licensing is impacted.

Recommended Action: RAID 6 usable capacity is determined by subtracting 2 disks’ capacity from a Storage
Pool’s raw capacity. Contact Support to obtain a larger license key.

Overview
SoftNAS Cloud® 3.4.0 is a maintenance release containing feature additions, fixes, and improvements.

Upgrading

No reboot is required.

1-click upgrades are not supported from versions older than 3.3.3. Follow instructions to migrate.

New in SoftNAS Cloud® 3.4.0

360-degree Encryption™ — Data encryption all the time—at rest and in flight. Data-at-rest is encrypted through

open source Linux Unified Key Setup (LUKs). LUKSs is accepted as the standard for encryption of stored data.

Data-in-flight is encrypted for CIFS and NFS file protocols.

Apple File Protocol Support — Apple File Protocol (AFP) offers file services for Mac OS X. Now Mac users
can consolidate time machine backups and search for files with Spotlight when using SoftNAS with AFP for

centralized storage.

Dual Factor Authentication — Prevent unauthorized access to SoftNAS management console with two-step

authentication for SoftNAS StorageCenter™ through Google Authenticator.

Login Protection from Bots — Human verification through Google reCAPTCHA prevents bots from

programmatically gaining access to the SoftNAS management console.

Red Hat AMI on AWS - SoftNAS Cloud for Red Hat Enterprise Linux (RHEL) is now available as a separate

RHEL 7 AMI on AWS Marketplace.

Hitachi Data Systems S3 Support — Easily add Hitachi Content Platform (HCP) within StorageCenter to provide

file services for Hitachi object storage.

Active Directory Integration Improvements— Trusted Active Directory Domains, user searches and domains

with up to 1.35 million objects now supported.

Fixed in SoftNAS Cloud® 3.4.0

Key fixes include:

* Alert system improved to decrease the number of generated emails
» Software upgrade fixed to work with HA

* 1-click software upgrade is restricted to version 3.3.0 and newer

* GUID Partition Tables (GPT) on S3 devices could have been corrupted when upgrading from versions older
than 3.3.0.

» Adding 16 TB EBS Volumes is now supported from StorageCenter

* IAM improved to be more restrictive

» Samba configuration file preserved across software updates

* Product Registration prompts 7 days after product launch

* NTP configurable for HA

* File permissions synchronize across CIFS shares and NFS exports
» StorageCenter no longer randomly logs out user sessions

* EULA “agree” button fixed to be accessible in FireFox 39.03

Errata for SoftNAS Cloud® 3.4.0
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Due to a number of factors, SoftNAS instances may increase resource consumption when moving from POC

to Production. Planning for production instances should reflect this by planning for these higher resource
requirements. Examples where higher resources are needed include: increased |0 load, replacing local storage
such as EBS with S3, enabling SnapReplication, scheduling backups.

Recommended Action: Plan scale-out to production by anticipating the need to use larger instances and more
resources for the SoftNAS VM.

S3 based Storage Pools continue to grow over time, which can affect S3 bucket usage.
Recommended Action: Contact Support for the patch for Trim/Discard.

SnapReplicate does not replicate SnapClones. The Event Log reports not transferring SnapClones as an error.
Recommended Action: Be aware that SnapClone data is not protected with SnapReplication and HA.

Log files sent by Support Report can fail when too large. Failure is indicated by a pop-up status “Failure: Ajax
communication failed”.
Recommended Action: Contact Support to transfer log files through FTP.

Users are allowed through StorageCenter Ul to remove disk devices from newly created storage pools, even
when files are stored in a pool.

Recommended Action: After creating a storage pool, close and reopen the Disk Devices tab before taking any
action on devices in the tab.

EBS Volumes may be incorrectly shown as Internal Devices in the Disk Devices tab if created added from the
AWS console while other devices are added from StorageCenter.
Recommended Action: Do not add disk devices from StorageCenter and AWS console at the same time.

Errant error message is shown for loading AFP in SnapReplicate event log. The errrant message can be viewed
in the Events section of Replication Control Panel, “ERROR: AFP Netatalk service failed to reload in remote
node...”.

Recommended Action: The message is invalid. Ignore.

Refreshing the SnapReplicate tab when connected through RDP will cause the Ul frames to scroll to right.
Recommended Action: The issue is cosmetic only. Avoid continual refreshes of the SnapReplicate tab when
connected to the Ul through RDP.

Ul has compatibility issues with FireFox version 41.0.1. A specific example is that the “Next” button on
SnapReplicate wizard does not get enabled. Recommended Action: Use earlier version of FireFox such as
40.0.3 or another browser such as Internet Explorer, Chrome, Safari.

In General System Settings, the webmin screen lists NFS Exports twice under Networking. NFS v4 and v3 are
supported, and are shown here as separate selections.
Recommended Action: Select each NFS Exports option to find the version interested in.

In the CIFS Shares Tab, Security and Access a user can be selected multiple times.
Recommended Action: Avoid selecting a user more than once.

On the Microsoft Azure platform, a disk device that has been assigned to a storage pool may be listed as Ready
to Assign in Disk Devices.

Recommended Action: Take care with SoftNAS on Azure, to assign a disk device to a storage pool only once.
Storage Pools with a mix of encrypted and unencrypted S3 buckets are not recommended.

Issues are noted when deleting mixed encryption S3 pools.

Recommended Action: Do not mix Storage Pools with encrypted and unencrypted S3 buckets. If such pools are
deleted, reboot to access StorageCenter UL.
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The Disk Devices tab in StorageCenter does not update status for S3 devices when the S3 devices are deleted

from the AWS console.

Recommended Action: Do not delete devices from the AWS Console that are in use. Delete S3 devices from

StorageCenter Disk Devices before deleting from AWS Console.

In a storage pool with S3 devices, when a hot spare condition occurs from a spare S3 device, StorageCenter Ul
may be unresponsive.

Recommended Action: Due to the highly durable nature of object storage, using hot spares in an S3- based
storage pool is not recommended. Reboot instance if the Ul is found unresponsive when using S3 hot spares.

Configuring Storage Pools with encrypted S3 devices protected with RAID 5 may require a reboot to access
StorageCenter.

Recommended Action: Due the highly durable nature of object storage, using RAID with S3-based storage pool
is not recommended. Reboot instance if the Ul is found unresponsive when using encrypted S3 with RAID 5.

Deleting a target for an iSCSI share with multiple targets may cause all targets to become disconnected from that
iISCSI share.
Recommended Action: Reconnect any targets from the iSCSI LUN Targets tab.

Connecting to an iSCSI LUN may cause an errant device to appear in the Disk Devices tab. Device shows up as
0 bytes and needing to be un-mounted.
Recommended Action: Avoid cleaning up or using 0 byte disk devices in the Disk Devices tab.

An iSCSI LUN exported by SoftNAS to VMware ESXi will not automatically reconnect after the SoftNAS VM is
rebooted.

Recommended Action: In StorageCenter, navigate to the tab iSCSI LUN Targets. Select the target and click
Add a new iSCSI.

Storage Pools protected with RAID 6 report Usable Capacity incorrectly by using the raw capacity value.
Licensing is impacted.

Recommended Action: RAID 6 usable capacity is determined by subtracting 2 disks’ capacity from a Storage
Pool’s raw capacity. Contact Support to obtain a larger license key.
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SoftNAS Cloud® Features and Benefits

SoftNAS Cloud® is available in the cloud for Amazon Web Services, Century Link, and Azure platforms, and
as an on-premise solution for VMware. Each platform offers the following features and benefits:

* Deduplication & Compression

* Industry-standard file-sharing protocols including iSCSI, NFS and CIFS
» High-performance, multi-tier caching (RAM and SSD)

» Scheduled snapshots via copy-on-write filesystem (ZFS)

» Thin provisioning

* Block replication through patent-pending SnapReplicate technology

» Data integrity through built-in error detection and correction

» Software and hardware RAID support

Reliable
SoftNAS Cloud® is built on proven, industry-standard platforms like VMware, Linux and ZFS for a solid and
reliable foundation.

» Rapid Recovery

* Data Integrity & Data Protection

* Error Detection & Correction

 Data is always safe, protected, and available

Robust Features
The commercial-grade feature set previously found only on cumbersome, expensive NAS appliances is now
available as a robust software solution regardless of company size and budget.

Private HA with 100% Uptime SLA - highly available virtual IP addressing across AWS availability zones
enabling failover of NAS services across zones within a VPC and delivering the only No Downtime Guarantee
SLA for AWS shared file storage. Azure HA provides the same No Downtime Guarantee SLA, provided your
two nodes are within an Azure availability set.

Bumpless HA Failovers - NAS services fail over seamlessly across zones, providing uninterrupted CIFS and
NFS client access to shared storage

Multi-tenant HA Reliability - detection, filtering and prevention of sporadic HA failovers due to noisy neighbors,
zone stresses and sporadic network anomalies occurring infrequently within heavily loaded multi-tenant AWS
zones or Azure availability sets.

Secure VPC Networking - secure NAS storage access routing within VPCs with complex routing tables and
subnets

High-performance, highly-durable S3 Cloud Disks - RAM write-cache with transactional integrity providing up
to hundreds of MB/second throughput with high durability, even in the face of disruptions and instance failures.

High-performance, highly durable Cloud Disks leveraging Azure Blob Storage - On Azure SoftNAS
instances, the same RAM write-cache and transactional integrity is provided as for S3 and other Cloud Disk
providers. With Azure Blob support, storage is no longer tied to the size of the Azure VM size selected. SoftNAS
can leverage up to 16 Petabytes of Azure Blob Storage through multiple blob storage accounts (500 terabytes
per storage account).

Hot and Cool Azure Blob Storage Support - Azure blob storage accounts are set as either hot or cool storage

upon creation. Storage added via these storage accounts is either hot or cool based on the account used.
SoftNAS fully supports and provisions each type, ensuring you get the type of storage you need.
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» Azure Cool Storage - Object storage that allows economical safe-keeping of less frequently accessed
file data.
» Azure Hot Storage - Object storage that optimizes frequently accessed stored data to enable
continuous 10.

IAM Role-based Security - Use of IAM roles provide least privilege access control and management, without
use of access keys for HA setup and S3 cloud disks

Azure RBAC support - Azure Role-Based Access Control (RBAC) enables fine-grained access management for
Azure. Using RBAC, you can grant only the amount of access that users need to perform their jobs.

360-degree encryption - supports encryption in flight and at rest to meet security and regulatory requirements

DeltaSync™ — Reduces the Recovery Time Objective (RTO) from days to hours for cluster recovery from a high-
availability (HA) failover event.

Lowest Cost
SoftNAS Cloud® is the lowest-cost, most flexible NAS software solution, affordable enough for any small- to
medium-sized business, and still powerful enough to scale to enterprise level.

No Training Needed
SoftNAS makes it easy to get started without time-consuming, expensive training courses. Knowledge base and
helpdesk resources are available from the day of download.

High Performance
Improving any organization’s productivity and streamlining business-critical requirements with:
* Up to 10,000 IOPS on Amazon EC2
* 10,000's IOPS on VMware with SSD caching
» Multiple layers of read and write caching
* High-performance capabilities make applications run at top speeds

Easy to Implement
Zero to NAS in record time.
* Operate with existing and off-the-shelf server hardware with affordable, commodity disk drives
* Re-use existing server hardware
* Quickly download and install SoftNAS Cloud® to rapidly create a full-featured NAS.
» Use existing equipment or run a NAS through the cloud with:
* Amazon EC2
* Microsoft Azure
* VMware vSphere
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Support

SoftNAS offers indepth documentation on their website. Simply go to softnas.com, select Support, and click
Documentation. You can also access Online Help from softnas.com/helpdesk. From the helpdesk, you can
not only create support tickets, but also search an ever growing list of knowledge base articles.
Help us help you! Request new features from the SoftNAS team.

* This option can also be accessed at any time in the top right of the StorageCenter UlI.

SoftNAS Cloud® subscribers who register the product will receive access to premium support levels, even
during trial periods.
* Registering SoftNAS Cloud®

SoftNAS Cloud® subscribers have the following support options:
* Regular Phone Support: Contact the helpdesk by phone 24/7 or during regular business hours 9 a.m.
to 5 p.m. CST, Monday through Friday.
* Helpdesk Tickets: Open a help desk ticket for issue tracking and faster support.
* Email Support: Email our support team (they will open a help desk ticket).

Free Trial subscribers have the following support options:

* SoftNAS Cloud® Knowledge Base
» Call our Support Line
« Visit our HelpDesk or Email Us

Still researching and deciding? Visit our pre-sales support forums.
* Pre-Sales Support Forums
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1. Log in to SoftNAS customer account.

SoftNAS membership page will be displayed.
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&ESoftNAS

#1 Best-Selling NAS in the Claud Products » Solutions »  Purchase » Support»  AboutUs »
__ Logged in as —I— "_.as. Logout
Main Page Shopping Cart Payments History Edit Profile License Keys
Your Subscription Information
Active Subsaiptions Useful Links
SoftNAS Cloud Free Trial - expires 11/08/14 Logout

SoftNAS Cloud Trial, Redundant Node - expires 11/08/14 Change Password/Edit Profile
Aclive Resources
License Keys, Downloads and Support

Unsubsaibe from all e-mal messages

Unsubscribe from all e-mail messages

Blog

S]

886.801.7524

2. Click the License Keys tab to access Premium Support services.

All SoftNAS Cloud® customers can access the customer knowledge base via the following link.

* Customer Knowledge Base

&ESoftNAS
HELP DESK

Home  Submit a Ticket Knowledgebase News Troubleshooter

Login Subscribe
Knowledgebase
. ‘ SoftNAS Basics
emember me
Azure CIFS Access
Lost password L Azure NFS Access
KNOWLEDGEBASE

How to access SoftNAS via SSH
SoftNAS Basics 2

access the system via SSH. In order to do so please follow the below steps: If you have SoftM...

Integrate SoftNAS with Active Directory prior to Version 3

Out of space and can not remove files

The main interface for configuration of SoftNAS is the Storage Center user interface that is accessible via HTTP and HTTPS. There is sometimes that need to

Integration of SOFTNAS into ACTIVE DIRECTORY enables domain users to more securely share files and data in a corporate environment. Authentication is
managed by ACTIVE DIRECTORY (AD) via KERBEROS. KERBEROS TICKETS are issued to users authenticated to AD. ...

English (U.S)

a
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Deployment Checklist

0 to SoftNAS Cloud® in 4 Easy Steps:

Plan, Launch, Connect, & Configure.

1. Plan

Review and understand System Requirements for the desired platform.

» Amazon Web Services EC2
* Microsoft Azure
* VMware vSphere

Review and understand NAS Best Practices
* Performance Considerations

« RAID Considerations

« 83 Cloud Disk Best Practices

* Networking
* Security

2. Launch

Launch SoftNAS Cloud® on a supported platform
* Amazon Web Services EC2

* Microsoft Azure

* VMware vSphere

3. Connect

Connect to SoftNAS StorageCenter
» Accessing SoftNAS StorageCenter

» SoftNAS Cloud® Disk Overview

« Sharing Volumes over a Network

4. Configure

Configure SoftNAS Cloud® using SoftNAS StorageCenter
» Configuring SoftNAS StorageCenter

 Create a Storage Pool

« iSCSI LUNs and Targets

* Snapshots in StorageCenter

« Advanced/Performance Configuration

* Troubleshooting

» Setting Up SnapReplicate and SNAP HA ™
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SoftNAS Cloud Performance Best Practices

The following sections provide a high-level overview of the concepts to understand before getting started with any
SoftNAS Cloud® installation and configuration.

The tradeoffs between cost and performance can be significant, so understanding actual, initial performance
needs, plus contingency plans to address growth in those needs over time, is important when designing a
SoftNAS Cloud® solution.

Performance Considerations
RAID Considerations

Common Performance Use Cases

S3 Cloud Disk Best Practices

SoftNAS Cloud® supports a broad range of data disk formats based on supported platform vendor. For on-
premise installations, the following data disk formats are supported:

« Virtual hard disks (VMDK), as well as all VMware-supported datastores including local disks, fiber-
channel SAN, iSCSI SAN, and dual path disks.

* SSD, SATA/SAS, HDD disk devices, including Hybrid Storage Pools
For cloud-based offerings, SoftNAS Cloud® supports the following disk formats:
» EBS disks from Amazon EC2

* Amazon S3 Disks from Amazon EC2

Networking Best Practices

Security Best Practices
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Performance Considerations

To get the best performance out of SoftNAS Cloud®, in either on-premise or cloud-based solutions, consult and
remember these best practices.

As with any storage system, NAS performance is a function of a number of many different combined factors:
» Cache memory (first level read cache or ARC)
» 2nd level cache (e.g., L2ARC) speed
* Disk drive speed and the chosen RAID configuration
* Disk controller and protocol

Solid state disk (SSD) and PCle flash cache cards offer high-speed read caching and transaction logging for
synchronous writes. However, not all SSDs are created equal and some are better for these tasks than others. In
particular, pay close attention to the specifications regarding 4K IOPS.

For read caching (L2ARC), both read and write IOPS matter, as do the sequential throughput specifications of the
device. For running a database, VMware VMDK, or other workloads that produce large amounts of random, small
(e.g., 4KB) reads and writes, then ensure the SSD and flash cache devices provide high IOPS for 4K reads/
writes.

For the write log (ZIL), extremely fast write IOPS is most important (the ZIL is only read after a power failure or
other outage event to replay synchronous write transactions that may not have been posted prior to the outage,
so write IOPS is most critical for use as a ZIL). ZFS always uses a ZIL (unless the variable set "sync=disabled").
By default, the ZIL uses the devices which comprise the storage pool. An "SLOG" device (called a "Write Log"
in SoftNAS Cloud®) offloads the ZIL from the main pool to a separate log device, which improves performance
when the right log device is chosen and configured properly.

To further improve read and query performance, configure a Read Cache device for use with SoftNAS Cloud®.
SoftNAS Cloud® leverages the ZFS "L2ARC" as its second level cache.

Cloud-based Read Cache

For cloud-based deployments, choose an instance type which includes local solid state disk (SSD) disks. The
storage server will make use of as much read cache as it has been provided. Read cache devices can be added
and removed at any time with no risk of data loss to an existing storage pool.

For many cloud vendors, there are two choices for SSD read cache:
1) Local SSD - this is the fastest read cache available, as the local SSDs are directly attached to each instance
and typically provide up to 120,000 IOPS

2) Block storage Provisioned IOPS - these volumes can be assigned to SSD, providing a specified level of
guaranteed IOPS
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On-Premise Read Cache

For on-premise deployments, add one or more SSD devices to the local storage server. Use of a properly-

designed read cache is essential to get the IOPS and throughput for database, VDI, vMotion and other workloads

comprised primarily of small I/0O operations (e.g., lots of small files, VMDKSs, database transactions, etc.)

The "write log" on SoftNAS Cloud® leverages the ZFS Intent Log (ZIL). The ZIL is a "transaction log" used to
record synchronous writes (not asynchronous writes). When SoftNAS Cloud® receives synchronous write
requests, before returning to the caller, ZFS first records the write in memory and then completes the write to the
ZIL. By default, the ZIL is located on the same persistent storage associated with the storage pool (e.g., spinning
disk media). Once the write is recorded in the ZIL, the synchronous write is completed and the NFS, CIFS or
iISCSI request returns to the caller.

To increase performance of synchronous writes, add a separate write log (sometimes referred to as a "SLOG")
device, as discussed in the Read Cache section above. A separate write log device enables ZFS to quickly store
synchronous write data and return to the caller.

Note: This write log is only actually referenced in the event of a power failure or VM / instance crash, to replay
the transactions that were not committed prior to the outage event. Writes remain in RAM cache, to satisfy
subsequent read requests and to write to stage to permanent storage during normal transaction processing
(every 5 seconds by default).

Cloud-based Deployments

Note: Do not use local SSD or ephemeral disks attached directly to an instance for the write log, as these
instance local devices are not guaranteed to be available again after reboot. Instead, use volumes with
Provisioned IOPS for the Write Log (it's okay to use local SSD devices for Read Cache).

There are several ways to get the most performance from these cache devices by following a few disk controller
best practices:

Pass-through Controller

In this configuration, the disk controller is passed through to the SoftNAS Cloud® VM. This enables the
SoftNAS Cloud® OS to directly interact with the disk controller. This provides the best possible performance, but
requires CPUs and motherboards which support Intel VT-d and disk controllers supported by CentOS operating
system.

Note: For servers with the disk controller built into the motherboard, it is now common to install a virtual platform
and then boot from USB, freeing up the disk controller for pass-through use.
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PCle Flash Cache Cards

There are flash memory plug-in cards with extremely fast NAND memory available in PCle form. These make

extremely fast memory available at high speeds through the PCle bus. Be sure to choose a PCle flash memory

card that is supported by the hardware's virtualization vendor.

Raw Device Mapping

Some SSD devices can be mapped directly to the SoftNAS Cloud® VM using Raw Device Mapping (RDM).
Raw device access allows SCSI commands to flow directly between the SoftNAS CentOS operating system and
the SSD device for peak cache performance and IOPS, and to reduce context-switching between the SoftNAS
Cloud® VM running CentOS and the virtualization host.

Disk controller pass-through is preferred to RDM on systems with processors and configurations that support it.

Virtual Devices and IOPS

As SoftNAS Cloud® is built atop of ZFS, IOPS (I/O per second) are mostly a factor of the number of virtual
devices (vdevs) in a zpool. They are not a factor of the raw number of disks in the zpool. This is probably the
single most important thing to realize and understand, and is commonly not. A vdev is a “virtual device”. A Virtual
Device is a single device/partition that act as a source for storage on which a pool can be created. For example,
in VMware, each vdev can be a VMDK or raw disk device assigned to the SoftNAS Cloud® VM.

A multi-device or multi-partition vdev can be in one of the following shapes:
Stripe (technically, each chunk of a stripe is its own vdev)

- Mirror

- RaidZ

- A dynamic stripe of multiple mirror and/or RaidZ child vdevs
ZFS stripes writes across vdevs (not individual disks). A vdev is typically IOPS bound to the speed of the slowest
disk within it. So if with one vdev of 100 disks, a zpool's raw IOPS potential is effectively only a single disk, not
100.
If the environment utilizes a hardware RAID which presents a unified datastore to VMware then the actual striping
of writes occurs in the RAID controller card. Just be aware of where striping occurs and the implications on

performance (especially for write throughput).

For information about RAID, see section RAID Considerations.

Deduplication

A common misunderstanding is that ZFS deduplication is free, which can enable space savings on a ZFS
filesystems/zvols/zpools. In actuality, ZFS deduplication is performance on-the-fly as data is read and written.
This can lead to a significant and sometimes unexpectedly high RAM requirement.

Every block of data in a deduplicated filesystem can end up having an entry in a database known as the DDT
(DeDupe Table). DDT entries need RAM. It is not uncommon for DDTs to grow to sizes larger than available
RAM on zpools that aren't even that large (couple of TBs). If the hits against the DDT aren't being serviced
primarily from RAM (or fast SSD configured as L2ARC), performance quickly drops to abysmal levels. Because
enabling/disabling deduplication within ZFS doesn't actually do anything to the data already committed on disk,
it recommended to not enable deduplication without a full understanding of its RAM and caching requirements.
It may be difficult to get rid of later, after many terabytes of deduplicated data are already written to disk and
suddenly the network needs more RAM and/or cache. Plan cache and RAM needs around how much total
deduplicated data is expected.
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Note: A general rule of thumb is to provide at least 2 GB of DDT per TB of deduplicated data (actual results will
vary based on how much duplication of data is required).

Please note that the DDT tables require RAM beyond whatever is needed for caching of data, so be sure to take
this into account (RAM is very affordable these days, so get more than may be needed to be on the safe side).

Extremely Large Destroy Operations - When destroying large filesystems, snapshots and cloned filesystems
(e.g., in excess of a terabyte), the data is not immediately deleted - it is scheduled for background deletion
processing. The deletion process touches many metadata blocks, and in a heavily deduplicated pool, must also
look up and update the DDT to ensure the block reference counts are properly maintained. This results in a
significant amount of additional 1/0, which can impact the total IOPS available for production workloads.

For best results, schedule large destroy operations for after business hours or on weekends so that deletion
processing IOPS will not impact the IOPS available for normal business day operations.
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RAID Considerations

SoftNAS Cloud® supports many options for both software and hardware RAID. When planning your deployment
it is important to consider the use cases for which you are setting up SoftNAS cloud, best practices for high
availability (if applicable) as well as the differences between hardware and software RAID. In the following
sections, we will cover these topics, and arm you with the knowledge needed to make the required decisions for
your circumstances.

Software RAID Considerations

Hardware RAID Considerations

Amazon EBS RAID Considerations
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Software RAID Considerations
SoftNAS Cloud® provides a robust set of software RAID capabilities for non-durable disk drives when there is
no hardware protection. Software RAID is best used in scenarios where raw disk devices are attached directly
to SoftNAS. Software RAID is not recommended for object storage (S3), AWS EBS Volumes, and disks behind
hardware RAID controllers.

Software RAID options include RAID 1 and RAID 10 mirrors, RAID 5 (single parity), RAID 6 (dual parity) and
even RAID 7 (triple parity) support. It also includes hot spare drive capabilities and the ability to hot-swap
spares into operation to replace a failed drive. RAID 10 (striped mirrors) and RAID 6 (dual-parity) are generally
recommended for the best balance of read/write I/O performance and fault tolerance. Use RAID 10 for the most
performance-sensitive storage pools (e.g., SQL Server, Virtual Desktop Server) and RAID 6 for high-capacity,
high-performance applications (e.g., Exchange Server) as it provides the highest write IOPS.

SoftNAS Cloud® is built atop the ZFS filesystem. Please take a few moments to become familiar with ZFS
Best Practices for more details on storage pool, RAID and other performance, data integrity and reliability
considerations.

The following key points should be considered for RAID Level 10:
* Minimum 4 disks.
* This is also called a “stripe of mirrors”
» Excellent redundancy ( as blocks are mirrored )
* Excellent performance ( as blocks are striped )
* For higher operating budgets, RAID 10 is the BEST option for any mission critical applications
(especially databases).

RAIDz Level .Ptllowed # of Disks in Each vd?v
Minimum Maximum

RAIDz1* 3 7

RAIDz2 5 10

RAIDz3 7 15

*Note: Do not use RAIDz1 for disks 1TB or greater in size (use RAIDz2/3 or mirroring instead for better
protection).

* Mirrors trump RAIDz every time. Far higher IOPS result from a RAID10 mirror pool than any RAIDz pool, given
equal number of drives. This is especially true when using raw disks in situations requiring high write IOPS
(typical of VM workloads).

» For 3TB+ size disks, 3-way mirrors begin to become more and more compelling

* Never mix disk sizes (within a few %) or speeds (RPM) within a single vdev

* Never mix disk sizes (within a few %) or speeds (RPM) within a zpool, except for L2ZARC & ZIL devices

* Never mix redundancy types for data vdevs in a zpool (use all RAID10 mirors, RAIDz2, etc. instead of mixing
redundancy types)

* Never mix disk counts on data vdevs within a zpool (if the first data vdev is 6 disks, all data vdevs should be 6
disks)

» With multiple JBODs, try to spread each vdev out so that the minimum number of disks are in each JBOD.
Given enough JBODs for the chosen redundancy level, it is possible to end up with no SPOF (Single Point of
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Failure) in the form of JBOD, and if the JBODs themselves are spread out amongst sufficient HBAs, it becomes
possible to even remove HBAs as a SPOF.

* Use RAIDz2/3 over RAIDz1 plus a hot spare, because increased redundancy provides better data protection
(and RAIDz3 is like having online hot spares, since it can sustain 2 drive failures).
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Hardware RAID Considerations
SoftNAS Cloud® can leverage hardware RAID arrays, where the disk RAID process is managed by the
underlying disk controller. Hardware RAID may be available at the disk controller level, which can provide higher
performing RAID 5 and RAID 6 configurations, as the better controllers are able to coalesce multiple writes and
optimize disk arm write motion. When hardware RAID is used with SoftNAS Cloud®, RAID administration takes
place outside of SoftNAS Cloud®.

When choosing to use hardware RAID, also use software RAID to increase redundancy, performance and
recoverability. To store long-term data for more than a few years, it is highly recommended to use the ZFS
software RAID functionality (even with hardware RAID) for VMDKs. This is because ZFS will detect and correct
"bit rot" and other errors that creep into storage media over time; otherwise, errors creep in, causing corrupted
files over the long haul; e.g., after 4 to 5 years, fewer if using inexpensive disks that are more prone to developing
long-term storage accuracy errors.

When choosing a disk controller, if it includes write caching, be sure it also includes a built-in battery backup
that will hold onto any cached writes in the event of a power failure. This will increase the system's resiliency to
failure.

For the purpose of example, consider a storage solution using twenty 600 GB SAS drives.
One possible configuration is as follows:

* Create two hardware RAID 6 arrays, plus two spares. Each array consists of 8 drives - 6 data + 2 parity.
» Each hardware RAID array becomes a VMware datastore with approximately 3.3 TB of usable storage (two 3.3
TB datastores)

Space Allocation:

For maximum storage capacity and resiliency, create six 1.1 TB VMDKSs from the two datastores and attach them
to the SoftNAS Cloud® VM. This results in six virtual disks of 1.1 TB each becoming available within SoftNAS
Cloud®.

Inside SoftNAS Cloud®, add all six virtual disks to a single, large storage pool using RAID 5 (single parity). The
advantage of using both hardware RAID 6 is the arrays can tolerate up to two concurrent drive failures on each
array. The software RAID 5 then provides an added layer of parity and recoverability.

Effectively disable software RAID within SoftNAS Cloud® by specifying RAID 0 (no redundancy, with striping)
and assign all six 1.1 TB virtual disks to a storage pool. Please note that if hardware RAID is used, combined
with RAID 0 in SoftNAS Cloud®, the built-in ZFS filesystem will be unable to recover data, as it will have no
parity information to work with. As a result, as with any hardware RAID system, data integrity is reliant upon the
hardware level RAID array and its integrity alone.

Alternatively, place the hardware controller into "JBOD mode" and just pass each disk through to SoftNAS
Cloud® directly as raw storage (no hardware RAID), and use the software RAID within SoftNAS Cloud® to
handle RAID.

It is important to give careful consideration to which type of RAID configuration will be used to provide the right
balance of performance and resilience for applications.
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Amazon EBS RAID Considerations

Each EBS volume attached to an instance is constituted on independent storage hardware within the AWS
infrastructure. SoftNAS Cloud® storage pools should therefore be configured as RAID 0 to stripe across multiple
EBS volumes to gain the highest possible bandwidth and performance. Using any RAID level beyond RAID 0
(RAID levels 1, 10, 5, 6, and 7) merely increases storage costs with little to no benefit to reducing failure rate or
improving performance.

EBS General Purpose SSD are limited to 10,000 IOPs per volume. EBS Provisioned IOPs are limited to 20,000
IOPs per volume. EBS Magnetic are more severely limited to 40-200 10Ps, which represents the maximum
capabilities of today’s spinning media. In testing we have seen the EBS SSDs provide more IOPs in shorter
durations, but sustained IOPS usage shows these to be bursts that are forced into alignment with disk limitations.
By striping across multiple EBS Volumes, of any type, the IOPs can be higher than a single EBS Volume can
provide.

AWS EBS annual failure rate (AFR) is published to be between 0.1% and 0.2%. Aggregating multiple EBS
volumes within a SoftNAS Cloud® storage pool will magnify the AFR. The AFR is roughly the number of EBS
volumes multiplied by AFR rate. Our recommendation is to understand the risk and size of (number of volumes
within) storage pools appropriately. Using five EBS volumes within a storage pool (totaling up to 80 TB of
capacity) will be an acceptable AFR for most use cases, and many use cases can tolerate an even higher AFR.
For high capacity deployments, use multiple SoftNAS storage pools. By setting EBS volumes into separate
storage pools, you can achieve high performance and capacity, without adversely affecting AFR.
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Common Performance Use Cases

For any high-performance on-premise use case, be sure to deploy an adequate amount (e.g., 64 GB or more) of
write log (ZFS "ZiL") and RAM (plus read cache (ZFS "L2ARC") to absorb the high level of 4K block I/O for best
results).

For workloads with predominately small (less than 128K) reads and writes, making use of RAM, write log and
read cache is critical to achieving maximum throughput, as ZFS block 1/0 occurs in 128K block I/O chunks.
Windows also defaults to 4K blocks.

Windows Workloads

One approach that works well for a broad range of applications is to use a combination of SAS and SATA drives
- using SSD for read cache/write log (always configure write logs as mirrored pairs in case a drive fails). SATA
drives provide very high densities in a relatively small footprint, which is perfect for user mass storage, Windows
profiles, Office files, MS Exchange, etc. SQL Server typically demands SAS and/or SSD for best results, due

to the high transaction rates involved. Exchange can be relatively heavy on I/O when it's starting up, but since

it reads most everything into memory, high-speed caching does little to help run-time performance after initial
startup.

Virtual Desktops

Virtual desktops benefit greatly from all the cache memory, level 2 caching and high-speed storage available,
because many performance lags quickly become visible as user launch applications, open and save files, etc.
Caching also helps alleviate "login storms" and "boot storms" that occur when a large number of simultaneous
users attempt to log in first thing in the morning. For these situations, a combination of local caching (on each VDI
server), combined with appropriate caching for user profiles and applications can yield excellent results.
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S3 Cloud Disk Best Practices

Without proper configuration, a SoftNAS instance leveraging S3-compatible cloud disk extenders can perform
poorly. To get the best performance possible for a SoftNAS deployment with S3-compatible cloud disks, keep in
mind the following:

Sizing a solution involving use of Cloud Disk Extenders is very much the same as for a solution making use of
a block-based implementation (VMDK or EBS). There is no change to storage space requirements. However,
additional system resources may be required in order to handle the virtualization of the S3 storage required

in order to present the S3 Cloud Disk as block storage. Stated another way, the number of buckets that are
configured via cloud disk extender influences the amount of additional resources that are required to access the
same overall capacity of storage.

If using cloud disk extenders in your instance/s, it is important to configure your instance with additional
processing power (CPU), above and beyond what is required for traditional block-based storage access.
Presenting S3 storage as block-based storage requires a number of additional functions to be executed,
including, for example, SSL/TLS key exchange and encryption, MD5 block computations, network stack
processing, as well as optional encryption options. To avoid performance issues:

* Do not use cloud disk extender on single vCPU instances.

» 2 vCPU instances may be suitable for test scenarios. Two vCPU instances may still prove insufficient if your S3-
compatible test/POC environment requires decent performance metrics.

* For a production environment, a minimum of 4 vCPU instances is highly recommended. Many workloads will
perform better with additional vCPU.

* For each 75 MB/s of throughput required to perform the same task with block-based storage, an additional two
vCPU is highly recommended.

» CPU utilization should be monitored during proof-of-concept and initial production stages to verify that sufficient
CPU has been provisioned for the provided workload.

* Monit email alerts should be monitored and indications of high CPU utilization should be reviewed with respect
to the Cloud Disk Extender configuration.

« If operating in a trusted environment, and available as an option for the S3-compatible object storage being
used, CPU usage can be reduced by using http rather than https.

* CPU usage can be further reduced by disabling optional encryption options.

Example:

A customer wants to use S3 object storage to save money over EBS. The current workload operates between
100-150MB/s of throughput and is running on an m4.xlarge instance. Evaluating the current workload, we
know that it averages a healthy 50% CPU usage. To provide the same 150MB/s of S3 throughput, the general
guideline requests 4 additional vCPU over and above the current instance's existing 4 vCPU base. As a result,
the CPU recommendation points to an m4.2xlarge instance, in order to provide four additional vCPU.

As mentioned previously in this document, each instance of the cloud disk extender represents a process that is
running inside of the SoftNAS instance for virtualizing the object storage as block storage.

* Cloud Disk Extender should not be used in production on systems with less than 8GB of RAM.

» Memory footprints less than 8GB of RAM may be suitable for test or PoC environments only.

* A general guideline of 512MB of RAM should be provisioned above the normal required memory for a given
workload.

* Remember that half of the RAM is utilized for file-system caching. Additional resources are needed for the
network file services and the base operating environment (~2GB of RAM).
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Cloud Disk Extender utilizes the network interface of an instance in order to access the object storage. Sufficient
network bandwidth must be provisioned in order to reach maximum performance profiles using Cloud Disk
Extender. When considering the desired available throughput to the object store also consider the amount of

network throughput for network file services (NFS, CIFS, iSCSI, AFP) and SnapReplicate/SNAP HATNI
most configurations and platforms, all come from the same pool of available network bandwidth.

which, in

» A somewhat safe calculation can be to determine the available network throughput being used for the instance,
and to divide it divided by 3, in order tocalculate 1/3 for file services, 1/3 for replication, and 1/3 for object storage
I/0.

* When calculating, consider that SnapReplicate only replicates the write bandwidth, not the read bandwidth.

* Be sure to convert properly between bits and bytes when comparing network throughput (usually expressed in
bits) to disk throughput (usually expressed in bytes)

* There is inherent overhead in the protocols used on the network (request/response, headers, checksums,
control data, etc) such that full network saturation does not yield the full bandwidth as useful throughput.
Consider only anticipating 90% of the link-speed as usable throughput.

* Most clouds (and most data centers) do not provide full link-speed bandwidth on a sustained basis as systems
are utilizing shared resources. Systems designed to run at full provisioned capacity (of any metric) should be
assigned to dedicated hosts rather than shared tenancy.

Example:

A customer uses NFS, SnapReplicate and SNAP HATM, and would like to use object storage. Expected
throughput is about 40MB/s with 90% reads. According to calculation, the network throughput for the source node
reads as follows:

* 4MB/s writes to NFS (incoming)

* 36MB/s reads to NFS (outgoing)

* 4MB/s writes to SnapReplicate (outgoing)

* 4MB/s writes to Object Storage (outgoing)
» 36MB/s reads to Object Storage (incoming)

Total: 40MB/s incoming 44MB/s outgoing
Calculating the total throughput in bytes, this is 320mbps incoming and 352mbps outgoing.
According to calculation, the network throughput for the target node reads as follows:

* 4MB/s writes from SnapReplicate (incoming)
* 4MB/s writes to Object Storage (outgoing)

Total: 4MB/S incoming and 4MB/S outgoing
In bytes, this works out to 32mbps incoming 32mbps outgoing.

A 100 mbps network connection is certainly not sufficient for this configuration, however, a 1gbps connection
should be enough, even considering protocol overhead and avoiding 100% saturation of the network.

Customers on AWS within a VPC should be using VPC Endpoints for accessing S3 object stores. By using a
VPC endpoint, a higher quality service level is provided to S3 object stores within a region, thereby improving
the overall reliability and performance when accessing S3 object storage. Additionally, a VPC Endpoint can be
used in order to to communicate with resources in other services via private IPs, without exposing instances to
the internet.

For guidance on setting up VPC Endpoints via the Amazon AWS console, see Amazon's help on the topic.
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Networking

For optimal SoftNAS Cloud® performance, adhere to the following Networking considerations and Best
Practices:

As with any storage system, NAS performance is a function of a number of many different combined factors:
* Network bandwidth available; e.g., 1 GbE vs. 10 GbE vs. Infiniband
* Network QoS (whether the network is dedicated, shared, local vs. remote, EC2 provisioned IOPS, etc.)
* Network latency (between workload VMs and SoftNAS Cloud® VM)
* MTU settings in VM host software and switches
» Network access protocol (NFS, CIFS/SMB, iSCSI, Direct-attached fiber-channel)
» Use of VLANSs to separate storage traffic from other network traffic.

A minimum of 1 gigabit networking is required and will provide throughput up to 120 MB/sec (line speed of 1
GbE). 10 GbE offers 750+ MB/sec throughput. To reduce the overhead for intensive storage I/O workloads, it is
highly recommended to configure the VMware hosts running SoftNAS Cloud® and the heavy I/O workloads with
"jumbo frames", MTU 9000. It's usually best to allocate a separate vSwitch for storage with dual physical NICs
with their VMkernels configured for MTU 9000 (be sure to configure the physical switch ports for MTU 9000, as
well). If possible, isolating storage onto its own VLAN is also a best practice.

When using dual switches for redundancy (usually a good idea and best practice for HA configurations), be sure
to configure the VMware host vSwitch for Active-Active operation and test switch port failover prior to placing
SoftNAS Cloud® into production (as with any other production VMware host).

Choose static IPv4 addresses for SoftNAS Cloud®. If the plan is to assign storage to a separate VLAN (usually
a good idea), ensure the vSwitch and physical switches are properly configured and available for use. For
VMware-based storage systems, SoftNAS Cloud® is typically deployed on an internal, private network. Access
to the Internet from SoftNAS Cloud® is required for certain features to work; e.g., Software Updates (which
download updates from softnas.com site), NTP time synchronization (which can be used to keep the system
clock accurate), etc.

From an administration perspective, allow browser-based access from the internal network only. Optionally,
use SSH for remote shell access (optional). To completely isolate access to SoftNAS from both internal and
external users, then access will be restricted to the VMware console only (launch a local web browser on the
graphical console's desktop). Add as many network interfaces to the SoftNAS Cloud® VM as are permitted by
the VMware environment.

Prior to installation, allocate a static IP address for SoftNAS Cloud® and be prepared to enter the usual network
mask, default gateway and DNS details during network configuration. By default, SoftNAS Cloud® is configured
to initially boot in DHCP mode (but it is recommended to use a fixed, static IP address for production use).

At a minimum, SoftNAS Cloud® must have at least one NIC assigned for management and storage. Provide
separate NICs for management/administration, storage 1/0 and replication 1/O.

A fast NAS response to requests isn't the only governing factor to how well workloads perform. Network design,
available bandwidth and latency are also important factors. For example, for high-performance NAS applications,
where possible, use of a dedicated VLAN for storage is a must. Configuring all components in the storage path to
use MTU 9000 will greatly increase throughput by reducing the effects of round-trip network latency and reducing
the interrupt load on the NAS server itself. Interrupts are often overlooked as a source of overhead, because
they aren't readily measured, but their effects can be significant, both on the NAS server and workload servers.
Configure any NAS requiring the highest level of performance for MTU 9000 along with the switching ports used
between the NAS host and workload servers.
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A single 1 GbE network segment will, at most, produce up to 120 MB/sec throughput under the most ideal
conditions possible. 10 GbE has been observed to deliver up to 1,000 MB/sec of throughput.

Installation and User Guide

The next consideration is protocol - Use NFS, CIFS or iSCSI? The iSCSI protocol often provides the best

throughput, and increased resiliency through multi-pathing. Just be aware of the added complexities associated
with iISCSI.

For VM-based workloads - it's hard to go wrong with NFS or iSCSI. For user data (e.qg.,file shares), CIFS is
more common because of the need to integrate natively with Windows, domain controllers and Active Directory
when using a NAS as a file server.

Thick-provisioning VMware datastores provides increased write performance, and should be preferred over thin-
provsioning of VMDKs when optimal performance is required.

Regardless of design, verify each implementation by running performance benchmarks to validate the throughput
expected before going into production.
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IMPORTANT - Note the following to bolster the security of SoftNAS Cloud® storage solution. This list is not
exhaustive, so apply the most appropriate set of best practices for deploying Linux-based systems locally or on

the Internet.

Consider changing the default password that is set for the user softnas and for root account.

We identify threats and provide fixes on a regular basis, so be sure to keep up with the latest software updates

and maintenance.

Restrict the allowed IP addresses which are allowed access to each port on SoftNAS Cloud® - especially
HTTPS (port 443). Only allow approved administrators to access the SSH, HTTPS ports by restricting who (which
TCP/IP addresses) can access those ports. Restrict NAS ports (e.g.,CIFS, NFS, iSCSI, etc.) to only allow EC2

workload instances; e.g.,x.x.x.x/24 or a specific range of workload instances.

When publishing storage via NFS, CIFS, iSCSI, or other protocols from SoftNAS Cloud® via the Internet, it is
also critical to configure encrypted, authenticated access and limit the source ports accordingly. Also, be sure to
restrict the range of allowed source IP addresses. If storage services are published only on an internal LAN or
WAN, then apply appropriate security measures as for any storage server in this network environment.

NFS and BIND Services:

TCP Port (Service) Source Service
111 X.X.X.X/24 portmapper
2010 X.X.X.X/24 rquotad
2011 X.X.X.X/24 nlockmgr
2013 X.X.X.X/24 mountd
2014 X.X.X.X/24 status
2049 X.X.X.X/24 nfs
UDP Port (Service) Source Service
11 X.X.X.X/24 portmapper
2010 X.X.X.X/24 rquotad
20M X.X.X.X/24 nlockmgr
2013 X.X.X.X/24 mountd
2014 X.X.X.X/24 status
2049 X.X.X.X/24 nfs

For ease of use, here are the ports to open for two-way CIFS communication with Windows and Linux desktop

systems.

Variable TCP Port # Service
netbios-ns 137 NETBIOS Name Service
netbios-dgm 138 NETBIOS Datagram

Service
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netbios-ssn 139 NETBIOS Session Service
microsoft-ds 445 Active Directory
Other ports:
Description TCP Port # Note
LDAP 389 Active Directory Mode
NetBIOS 445 Post-Windows 2000 (CIFS)
SWAT 901 Not related to client
communication
Description TCP Port # Note
AFP over TCP 548 AppleShare, Personal File
Sharing, Apple File Service
Service Location Protocol 427 Network Browser
(SLP)
Description TCP Port # Note
iSCSI 3260 Target publishing

Installation and User Guide

To prevent brute force password entry into our servers, the SoftNAS login screen uses ReCaptcha. This means
that after 5 unsuccessful attempts to log in, Recaptcha will prompt the user to perform an additional action in
order to continue attempting new passwords, preventing repeated attempts from eventually guessing the correct

login.

STORAGECENTER™

Log in to SoftNAS StorageCenter™

I'm not a robot
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SoftNAS offers encryption for its disks, protecting data at rest. The encryption is FDE (or Full Disk Encryption)
and meets AES-256 standards. Encryption is provided at the pool level, using LUKS encryption. To learn more,
see Create a Storage Pool.

The Linux operating system on which SoftNAS Cloud® runs includes iptables and the ability to configure
firewall rules on Linux to provide an additional layer of inbound and out bound security, should that be desired.
For those who are serious about fully securing a SoftNAS Cloud® environment, there are numerous sources
for best practices on security lockdown of Linux-based systems. Since SoftNAS Cloud® runs on a standard
CentOS 64 Linux-based operating system (the free version of Red Hat Enterprise Linux), the entire spectrum of
Linux-based security tools, add-ons and methodologies are available.

SoftNAS supports dual factor authentication through Google and/or Facebook login, in order to add another
layer of security to your installation. By requiring not only your SoftNAS credentials to manage your instance, but
also login to your Google or Facebook account, your SoftNAS instance is twice as secure. This is an optional
configuration, allowing you to select the account you wish to secure SoftNAS with (Google or Facebook) or to opt
out.

EBSoftNAS ® STORAGECENTER® SoftNAS Cloud®, version 3.4.0
Copyright © 2012-2015 SoftNAS, LLC. All Rights Reserved. host ip-10-0-0-28.ec2.internal
Storage Administration i <¥ Welcome @ Administrator
18 Monitori EBS Back d Resk 5 t L Authenticati
onitorin ackup and Restore uppor 0gs uthentication
E Dashboard 9 e or ?
= =] Storage
{9 volumes and LUNs Use dual authentication: Do not use i
2 Storage Poals Do not use
72 CIFS Shares Google
MF5 Exports
! P Current status: Facebook
13 AFP Volumes
|=J Disk Devices

Select authentication type from combo box

|==/ I5CSI LUM Targets
|==/ 15C5I SAN Initiators
%) SnapReplicate™ j/ SNAP HA
=) {5y Settings
@ Administrator
@ Schedules
L, Change Password
#l{Ly Identity and Access Control
n Firewall
ﬁ Licensing
hl-s Metwaork Settings
A General System Settings
-@- Systemn Services
@ System Time
@ Software Updates
(_55 User Accounts
#[_] Documentation

L t = .
el Log ou 2 Save settings
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Launching SoftNAS Cloud® Platforms

SoftNAS Cloud® is available for various industry platforms, with a focus on local storage management interfaces
and requirements. Platform-specific configuration will be explained in dedicated sub-sections of this guide, but
most SoftNAS Cloud® installations begin the same way.

Note: Regardless of underlying platform, SoftNAS Cloud® will require the ability to access the Internet for

software updates, activation, etc. For this case, enabling only outbound TCP traffic to the softnas.com domain is
required.

1. Open a web browser and enter the SoftNAS website link https://www.softnas.com/ in the Address bar.

The SoftNAS home page will be displayed.

2. For a free trial period, click the Try Now option at the bottom of the main SoftNAS.com screen.

3. Click through for the desired product registration and download if applicable. Follow the wizards and prompts
to register and configure a local SoftNAS platform and GUI. Depending on platform chosen, the next steps may

differ slightly; however, the steps are designed to be intuitive with industry best practices.

SoftNAS Cloud®, SoftNAS StorageCenter™, SnapReplicate™, and SNAP HA™ are trademarks of SoftNAS
Inc.. All other trademarks referred to in this guide are owned by their respective companies.
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Amazon Web Services (AWS)

Amazon Web Services provides underlying block-storage devices, namely Elastic Block Storage (EBS),
which can be organized into RAID configurations to increase performance and throughput, providing recovery
protection from underlying physical disk failures.

SoftNAS Cloud® for AWS Elastic Compute Cloud (EC2) is a virtual cloud storage appliance, providing trusted,
commercial-grade NAS capabilities for EC2 cloud business computing workloads. EC2 workloads include web
servers, SaaS applications, SQL database servers, Exchange servers, Windows Remote Desktop Servers, Citrix
XenApp servers, etc. SoftNAS Cloud® for EC2 provides the flexible, full-featured storage capabilities for trusted
cloud computing applications.

AWS EC2 System Requirements

Workload EC2 Instances

| @ W O O U
=X ¥ F F

NFS, CIFS/SMB, iSCSI, ...
1 ElasticIP

SoftNAS™

Virtual Appliance
(EC2 Instance)

Amazon EBS |

admazon

é) I@J é) I@J webservices™

83 Simple Storage Service

% % % E_J EBS Volume Snapshots

EBS EBS EBS EBS for rapid backup/recovery

SoftNAS Cloud® for EC2 leverages flexible Elastic IP addresses, making it fast and easy to fail over across
availability zones and regions (i.e., different data centers). It's also straightforward to quickly replicate a SoftNAS
Cloud® instance from one availability zone to other geographic regions, so that data is always available and
performs well for geographically local users and communities.

Because SoftNAS Cloud® for EC2 uses Elastic Block Storage (EBS) and Amazon S3 object storage for raw
data storage, backup and restore operations are fast and easy using EBS Volume Snapshots.
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amazon

ual infrastructure SerCes
@Hardware

The Amazon EC2 cloud computing environment, which will be referred to simply as EC2 in this guide, is a
robust, powerful virtualization and computing system with many options and capabilities. For our purposes
here, we will focus on installing SoftNAS Cloud® and configuring it for basic use. Additional options exist for
increasing performance and throughput, for database and other, more demanding applications, which will be
covered briefly.

In an Amazon EC2 or other cloud computing environment, SoftNAS Cloud® provides the network storage
backbone needed for business critical cloud applications.

SoftNAS Cloud® for EC2 leverages EBS (Elastic Block Storage) as its underlying block storage devices.
Multiple EBS devices are then organized into RAID configurations, increasing performance and throughput, and
providing the ability to recover from underlying physical disk failures that can occur with EBS. SoftNAS Cloud®
provides the most durable, highest performance NAS solution available for Amazon EC2.
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SoftNAS Cloud® provides the following applicable products:

» SoftNAS Cloud® Express (1TB of storage)

» SoftNAS Cloud® Standard (20TB of storage)

» SoftNAS Cloud® Enterprise (up to 16 PB of storage)
» SoftNAS Cloud® BYOL (Bring Your Own License)

Product Storage | Purchase License

SoftNAS Cloud® 1TB |Subscribe Embedded in platform
Express via AWS subscription or BYOL
Marketplace. available from SoftNAS.
SoftNAS Cloud® | 20 TB [Subscribe Embedded in platform
Standard via AWS subscription or BYOL
Marketplace. |available from SoftNAS.
SoftNAS Cloud® | 16 PB |Subscribe Embedded in platform
Enterprise via AWS subscription or BYOL
Marketplace. available from SoftNAS.

™

* SoftNAS SNAP HA " included with each product.
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Amazon EC2 Cloud Disk Overview
SoftNAS Cloud® for EC2 is a virtual cloud storage appliance, providing trusted, commercial-grade NAS
capabilities for EC2 cloud business computing workloads. EC2 workloads include web servers, SaaS
applications, SQL database servers, Exchange servers, Windows Remote Desktop Servers, Citrix XenApp
servers, etc. SoftNAS for EC2 provides the flexible, full-featured storage capabilities for trusted cloud computing
applications.

Workload EC2 Instances

Elastic IP

SoftNAS™

Virtual Appliance
(EC2 Instance)

Amazon EBS ‘

amazon

% @ @ E) - webservices™

83 Simple Storage Service

% % % E_J EBS Volume Snapshots

EBS EBS EBS EBS for rapid backup/recovery

SoftNAS Cloud® for EC2 can leverage flexible Elastic IP addresses or Virtual IP addresses, making it fast and
easy to fail over across availability zones and regions (i.e., different data centers). It's also straightforward to
quickly replicate a SoftNAS cloud instance from one availability zone to other geographic regions, so that data is
always available and performs well for geographically local users and communities.

And because SoftNAS® for EC2 uses Elastic Block Storage (EBS) for raw data storage, backup and restore
operations are fast and easy using EBS Volume Snapshots to Amazon's affordable, redundant S3 storage.

The Amazon EC2 cloud computing environment, which will be referred to simply as EC2 hereinafter, is a robust,

powerful virtualization and computing system with many options and capabilities. For our purposes here, we will
focus on installing SoftNAS® and configuring it for basic use. Additional options exist for increasing performance
and throughput, for database and other more demanding applications, which will also be covered briefly.

This section provides concepts that may be helpful for the first-time Amazon EC2 customer along with useful

guidelines for making decisions about how to configure SoftNAS® for best results in the EC2 computing
environment.
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AWS EC2 System Requirements

Listed below is a table to assist with the setup decisions during the configuration required to accomplish various
tasks and goals.

Recommended Configuration Note

Compute

General Purpose M4 .2xlarge Standard: a good starting point in regards to memory
and CPU resources. This category is suited to handle
the processing and caching with minimal requirements
for network bandwidth.

High Performance M4 .4xlarge Medium: good for workloads that are read intensive
will benefit from the larger memory-based read cache
for this category. The additional CPU will also provide
better performance when deduplication, encryption,
compression and/or RAID is enabled.

Extreme M4.10xlarge High: This category can be used for workloads that
Performance require a very high speed network connection due to the
amount of data transferred over a network connection.

In addition to the very high speed network, this level of
instance gives you a lot more storage, CPU and memory

capacity.
Memory
Base RAM 1GB Required for kernel and system operations.
System RAM 8GB or more for best Paired with CPU by instance
results
Additional RAM 1 GB per 1 TB of Recommended for best performance
deduplicated storage.
e.g.: 50 TB deduplicated storage = 50 additional GB for deduplication tables.
Storage
Boot Disk 30 GB Hard disk for Linux boot and system disk (all EC2 instance types provide
enough space to install and use SoftNAS Cloud®)
Data Disks Elastic Block Storage (EBS) provides block data storage on Amazon EC2.
Software RAID Recommended to configure EBS disks using SoftNAS software RAID for increased
performance and data durability.
Networking
Up to 120 MB/sec 1 GbE Small to Large instances provide up to 1GbE
connectivity. Use High 1/O instances to increase network
throughput.
HA Networking Not supported in Amazon EC2.
HA Host Failover Configure multiple redundant SoftNAS Cloud® instances in separate availablity

zones or different geographic regions.

Note: Refer to AWS for specific SSD performance metrics.
CRITICAL: Do not use ephemeral disks for write logs. Ephemeral disks are local instance disks providing

a much larger second-level read cache than RAM, and are typically more than twice as fast as standard EBS
volumes. However, the data stored here is temporary and therefore lost upon each reboot.
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Listed below is a table representing the capabilities of the SoftNAS Cloud® for Amazon Web Services.

SoftNAS Cloud®

Configuration Note

Throttle

Capacity

Editions
SoftNAS Cloud® 1TB
Express
SoftNAS Cloud® 20TB
Standard
SoftNAS Cloud® 16 PB
Enterprise

Memory
RAM Cache 1 GB to 100 GB Defaults to 50% total RAM for read cache
SSD Cache low-speed level 2 cache |Optional
Ephemeral Cache low-speed level 2 cache |Optional for read cache

Storage
Maximum Storage 16 PB Maximum usable storage capacity with SoftNAS

Cloud®, contingent on license.
# of Storage Pools Unlimited
# of Volumes Unlimited
# of Snapshots Unlimited
# of Snapshot Unlimited
Clones
SnapReplicate Unlimited Pools
& Volumes

SnapReplicate 56Kb/sec to

Unlimited bandwidth

Active Directory

Kerberos Integration

Files and Directories Unlimited
Network

Schedules Unlimited

NFS Exports: Linux Default

iISCSI Targets Linux Default

CIFS Shares Linux Default

Firewall Ports:

22 (ssh), 443 (https)

Plus NFS, iSCSI, and CIFS as required by network

IP Tables Firewall

Off by default

May be configured, but is not required. Use an
alternative method to set Security Groups unless added
firewall protection on a SoftNAS Cloud® instance is
required.
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Configuring AWS Identity and
Access Management: Role and User

Amazon Web Services (AWS) Identity and Access Management (IAM) is a web service that enables AWS
customers to manage users and user permissions in AWS. The service is targeted at organizations with multiple
users or systems that use AWS products such as Amazon EC2, Amazon RDS, and the AWS Management
Console. With IAM, centrally manage users, security credentials such as access keys, and permissions that
control which AWS resources users can access.

Without 1AM, organizations with multiple users and systems must either create multiple AWS accounts, each
with its own billing and subscriptions to AWS products, or employees must all share the security credentials of a
single AWS account. Also, without IAM, there is no control over the tasks a particular user or system can do and
what AWS resources they might use.

IAM addresses this issue by enabling organizations to create multiple users (each user is a person, system, or
application) who can use AWS products, each with individual security credentials, all controlled by and billed to a
single AWS account. With IAM, each user is allowed to do only what they need to do as part of the user's job.

There are two methods by which one can set up Identity and Access Management for your SoftNAS Cloud®
instance:

* Creating the IAM Role for SoftNAS Cloud®
» Specifying the IAM User for SoftNAS Cloud®

We strongly recommend creating the IAM Role prior to setting up your instance, as it is the more secure method.
Specifying an IAM User for your SoftNAS Cloud® instance is used when adding IAM functionality to existing
instances.

Note: There is no need to create both the IAM Role and an IAM user. It is one or the other.
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Creating the 1AM Role for SoftNAS Cloud®

Creating an IAM Role to govern user access prior to creating your SoftNAS Cloud® instance is recommended
best practice, rather than Specifying an IAM User. The IAM Role provides a more secure environment.

SoftNAS recommends the use of a custom policy for IAM role configuration. This custom policy should be
created prior to the role itself. Open the Identity and Access Management Console to begin.

1. To create the custom policy, click Policies from within the navigation pane.

B AWS v Service
Dashboard

Details

Groups

Users

Roles

Identity Providers
Account Settings

Credential Report

Encryption Keys

2. Select Create Policy.

B AWS v  Services v

F ..
Dashboard ‘ Create Policy ' Policy Actions ~
4
Details )
Filter: AllTypes~ Q
Groups
Users Policy Name = Attache
Roles O AdministratorAccess 4
Policies 0 AmazonS3FullAccess 4
Identity Providers 0 AWS-Billing-FullAccess 2
Account Setfings 0 SOftNAS_DISK_IAM 2
Credential Report ] IAMFuUllAccess 1

[ AmazonAPIGatewayAdministrator 0

Encryption Keys [ AmazonAPlGatewaylnvokeFullAcc... 0

3. Select Create Your Own Policy.
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ﬁ AWS ~ Services v Edit qatester @ softnasdev v Global v Support ~

Create Policy

Step 1: Create Policy Apolicy is a document that formally states one or more permissions. Create a policy by copying an AWS Managed Policy, using the Policy Generator, or typing your
own custom policy

Copy an AWS Managed Policy

Start with an AWS Managed Policy. then customize it to fit your needs

Policy Generator
Use the policy generator to select services and actions from a list. The policy generator uses your selections to create a policy.

Create Your Own Policy
Select
Use the policy editor to type or paste in your own policy. h

4. Provide a Policy Name, and copy the policy below into the Policy Document box. You can also provide a
Policy Description in order to help differentiate this policy from others that may be similar. It is always a good
idea to validate your policy before creating it. Click Create Policy.

Review Policy

Step 1: Create Policy Customize permissions by editing the following policy document. For more information about the access policy language, see Overview of Policies in the Using

IAM guide. To test the effects of this policy before applying your changes. use the 1AM Policy Simulator.
Step 2° Set Permissions

Step 3: Review Policy ‘ This policy is valid

Policy Name
SOFTNAS_IAM Custom Policy

Description

Policy for SOFTNAS IAM

olicy Document

ML
“Version”: "2012-10-17",
“Statement”: [
{

"sid": "stmt144420@186008",

"Effect”: "Allow",

“Action”: [
"_comment: Required for EBS Add/Delete”,
"ec2:CreateVolume”,
"ec2:DeleteVolume”,

E\ Use autoformatting for policy editing Cancel Validate Policy ZOUCTEN|  Create Policy ’

IAM Role Policy
"Version": "2012-10-17",
"Statement”: [
{
"Sid": "Stmt1444200186000",
"Effect": "Allow",
"Action": [
"ec2:ModifyInstanceAttribute”,
"ec2:DescribeInstances"”,
"ec2:CreateVolume",
"ec2:DeleteVolume",
"ec2:CreateSnapshot”,
"ec2:DeleteSnapshot”,
"ec2:CreateTags",
"ec2:DeleteTags",
"ec2:AttachVolume",
"ec2:DetachVolume",
"ec2:DescribeInstances”,
"ec2:DescribevVolumes"”,
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"ec2:DescribeSnapshots"”,
"aws-marketplace:MeterUsage",

"ec2:DescribeRouteTables",
"ec2:DescribeAddresses"”,
"ec2:DescribeTags",
"ec2:DescribeInstances”,
"ec2:ModifyNetworkInterfaceAttribute",
"ec2:ReplaceRoute”,

"ec2:CreateRoute",

"ec2:DeleteRoute",
"ec2:AssociateAddress”,
"ec2:DisassociateAddress”,

"s3:CreateBucket",
"s3:Delete*",
"s3:Get*",
"s3:List*",
"s3:Put*"

1,

"Resource": [
"N

Note: S3-BUCKET1 & S3-BUCKETZ are the buckets you create while using Amazon Cloud Disk Extenders. You
can learn more about how to create these buckets in Adding Cloud Disk Extenders.

Having created the IAM Role policy, you can now create the role and assign the policy.

1. Still within the IAM Console, from the navigation pane, click Roles, and then click Create New Role.

ii AWS + Services v Edit v gatester @ softnasdev v  Global v  Support ~
Dashboard Role Actions ~ | & @
4
Q Showing 16 results
Groups
Users [  RoleName # Creation Time
() Aws-Management-Portal-for-vCenter 329973564 2015-04-15 18:13 PDT
Policies \:I AWS-Management-Poral-for-vCenter 1238847938 2015-04-09 21:09 PDT
Identity Providers ] Aws-Management-Portal-for-vCenter 524610811 2014-06-23 11:48 PDT
Account Setings ] Aws-Management-Portal-service-role -267402658 2014-06-23 11:41 PDT
Credential Report ] Aws-Management-Portal-service-ole 575666024 2015-04-15 18:13 PDT
(]  AwsCloudFormer-CFNRole-GJv8252835QU 2015-05-07 05:27 PDT
Encryption Keys ) benec2 2015-11-02 13:34 PST

2. On the Set Role Name page, enter the name for the role as SoftNAS_DISK_IAM for disk access and click
Next Step.
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B AWS -~ Services v

Set Role Name

Enter a role name. You cannot edit the role name after the role is created.

ep 2: Select Role Type Role Name SoftNAS_DISK_IAM

Critical: Use only this role name, and remember that this string is case sensitive.
4. On the Select Role Type page, click Select next to Amazon EC2.

Select Role Type

® AWS Service Roles

» Amazon EC2
Allows EC2 instances to call AWS services on your behalf.

» AWS Directory Service

Select
Allows AWS Directory Service to manage access for existing directory users and groups to AWS services
» AWS Lambda
Select
Allows Lambda Function to call AWS services on your behalf
» AWS Config
) ) Select
Allows AWS Config to call AWS services and collect resource configurations on your behalf.
> AWS SWF
. . Select
Allows SWF workflows to invoke Lambda functions on your behalf <

Role for Cross-Account Access

Role for Identity Provider Access

Cancel Previous @

5. On the Attach Policy page, select the SoftNAS IAM Policy created earlier and click Next Step. (If you cannot
find the policy in question, change policy type to Customer Managed Policy)

Create Role Attach Policy
Step 1: Set Role Name Select one or more policies fo attach. Each role can have up to 10 policies attached
Step 2: Select Role Type

Step 3: Establish Trust

Filter: Policy Type v | Q Showing 170 results
Step 4: Attach Policy
= N Policy Name + Attached Entities + Creation Time + Edited Time %
\:\ AdministratorAccess 4 2015-02-06 10:39 PST 2015-02-06 10:39PST
\:\ AmMazonS3FullAccess 4 2015-02-06 10:40 PST 2015-02-06 10:40PST
\:\ AWS-Billing-FullAccess 2 2015-07-06 15:53 PDT 2015-07-06 15:53 PDT
\Z\ SoftNAS_IAM 2 ) 2015-11-02 23:42 PST 2015-11-0223:42 PST
O AmazonAPlGatewayAdminisira 4] 2015-07-09 10:34 PDT 2015-07-09 10:34 PDT
\:\ AmazonAPlGatewaylnvokeFull.. 0 2015-07-09 10:36 PDT 2015-07-09 10:36 PDT
\:\ AmazonAppStreamFullAccess 0 2015-02-06 10740 PST 2015-02-06 10:40 PST
\:\ AmazonAppStreamReadOnlyA 4] 2015-02-06 10:40 PST 2015-02-06 10:40 PST
\:\ AmazonCognitoDeveloperAuth a 2015-03-24 10:22 PDT 2015-03-24 10:22 PDT

3

Cancel Previous @
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6. Review the policy settings and click Create Role.
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Specifying the 1AM User for SoftNAS Cloud®

Create the SoftNAS Cloud® AWS IAM User from the Amazon Web Services Dashboard. Specify the the
permissions for the resources that are required by SoftNAS Cloud® instances to operate safely and securely in
the AWS environment. The permissions are specified by applying a user policy to the SoftNAS Cloud® User.

To create the policy, follow the steps listed for Creating the IAM Role Policy, listed in short form for your
convenience below:

1. Click Policies from within the navigation pane.

2. Select Create Policy.

3. Select Create Your Own Policy.

4. Provide a Policy Name, and copy the policy below into the Policy Document box. You can also provide a
Policy Description in order to help differentiate this policy from others that may be similar. It is always a good
idea to validate your policy before creating it. Click Create Policy.

IAM User Policy
{
"Version": "2012-10-17",
"Statement": [
{

"sid": "Stmt1444200186000",

"Effect": "Allow",

"Action": [
"ec2:ModifyInstanceAttribute”,
"ec2:DescribeInstances"”,
"ec2:CreateVolume",
"ec2:DeleteVolume”,
"ec2:CreateSnapshot”,
"ec2:DeleteSnapshot”,
"ec2:CreateTags",
"ec2:DeleteTags",
"ec2:AttachVolume”,
"ec2:DetachVolume",
"ec2:DescribeInstances"”,
"ec2:DescribeVolumes”,
"ec2:DescribeSnapshots”,

"aws-marketplace:MeterUsage",

"ec2:DescribeRouteTables”,
"ec2:DescribeAddresses"”,
"ec2:DescribeTags",
"ec2:DescribeInstances”,
"ec2:ModifyNetworkInterfaceAttribute",
"ec2:ReplaceRoute”,

"ec2:CreateRoute",

"ec2:DeleteRoute”,
"ec2:AssociateAddress”,
"ec2:DisassociateAddress”,

"s3:CreateBucket”,
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"s3:Delete*",
"s3:Get*",
"s3:List*",
"s3:Put*"
1,

"Resource": [
nn
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Note: S3-BUCKET1 & S3-BUCKETZ are the buckets you create while using Amazon Cloud Disk Extenders. You

can learn more about how to create these buckets in Adding Cloud Disk Extenders.

Linking the Policy

To link the policy with the SoftNAS Cloud® User:

1. Login to the Amazon Web Services Dashboard.
2. Click on Identity & Access Management (IAM).

Amazon Web Services

Compute
EC2

Virtual Servers in the Cloud

EC2 Container Service
Run and Manage Docker Containers

Elastic Beanstalk
Run and Manage Web Apps

Lambda

Run Code in Response to Events

Storage & Content Delivery
53

Scalable Storage in the Cloud

CloudFront
Global Content Delivery Network

Elastic File System PREVIEW
Fully Managed File System for EC2

Glacier
Archive Storage in the Cloud

Import/Export Snowball
Large Scale Data Transport

‘ Storage Gateway
Integrates On-Premises IT Environments with Cloud
Storage

(N XN N )

Database
RDS

Managed Relational Database Service

DynamoDB
Predictable and Scalable MoSQL Data Store

< ElastiCache
= In-Memory Cache

Redshift

Managed Petabyte-Scale Data Warehouse Service

Developer Tools

CodeCommit
Store Code in Private Git Repositories

e CodeDeploy

Automate Code Deployments

<= CodePipeline
ww Release Software using Continuous Delivery

Management Tools
CloudWatch

Monitor Resources and Applications

CloudFormation
Create and Manage Resources with Templates

CloudTrail

Track User Activity and APl Usage

< Config

¥ Track Resource Inventory and Changes
‘ OpsWorks

Automate Operations with Chef

Create and Use Standardized Products

‘ Service Catalog

o Trusted Advisor
Optimize Performance and Security

Security & Identity

G Identity & Access Management )
Directory Service

Manage User Access and Encryption Keys
we* Host and Manage Active Directory

@ Inspector PREVIEW
== Analyze Application Security
WAF

Fitter Malicious Web Traffic

This will bring up the IAM Secure AWS Access Control Dashboard.

3. From the Dashboard, click on Users.
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Internet of Things
AWS [oT BE74

Connect Devices to the cloud

Mobile Services

#t IViobile Hub 557+
w3+ Build, Test, and Manitor Mobile apps

r: Cognito
J User ldentity and App Data Synchronization

g Device Farm
WPF Test Android, Fire 05, and iOS apps on real devices in
the Cloud

= Viobile Analytics
= Collect, View and Export App Analytics

SNS

Push Motification Service

Application Services

.11 APl Gateway
¥ Build, Deploy and Manage APls

. AppStream
2L Low Laten cy Application Streaming

CloudSearch

Managed Search Service

i Elastic Transcoder
wyr Easy-to-use Scalable Media Transcoding

SES

Email Sending Service

5Qs

Message Queue Service

SWF
Workflow Service for Coordinating Applic ation
Components

Fnternries Annliratinne
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fl AWS ~ Services v Edit v

gatester @ softnasdev v  Global ¥  Support ~

Dashboard \ T T ey e e | = kg
4
Welcome to Identity and Access Management
Groups IAM users sign-in link:
https:/isoftnasdev.signin.aws.amazon.com/console Customize | Copy Link
Roles IAM Resources
Policies Users: 18 Roles: 15 < >
|dentity Providers Groups® 2 Identity Providers: 3 Additional Information
Account Settings Gustomer Managed Policies 1 JAM documentation
Credential Report Security Status @I 2 out of 5 complete Web Identity Federation Playground
Policy Simulator
A\ Activate MFA on your root account v Videos, 1AM release history and
i . L additional resources

Encryplion Keys Create individual IAM users v

Use groups to assign permissions v

Apply an IAM password policy v

Rotate your access keys v

4. Click Create New Users.

5. Enter a name for the User (e.g. SoftNAS_User). Check the box stating Generate an access key for each
User.

6. Click Create User.

Record the Access Key ID and Secret Access Key at this time. These will be required later when setting up HA
for SoftNAS Cloud® instances.

a) To view your credentials, click Show User Security Credentials.

b) To quickly record your credentials, click Download Credentials. Your credentials will be saved to your local
machine as a CSV file.

WP AWS v Services v

gatester @ softnasdev v  Global ~  Support ~

Your 1 User(s) have been created successfully.
This is the last time these User security credentials will be available for download.

You can manage and recreate these ntials any time.
¥ Hide User Security Credentials
~ Kai_Poyntin
2 | Poynting

Access Key ID:
Secret Access Key:

' Download Credentials '

7. Navigate to the list of Users and select the newly created SoftNAS Cloud® User.
8. Click on Permissions to bring up the User Policies section.
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Kai_P%?

(] no

/A 1 active

v 2015-10-26 02:35 PDT 1 active

Select the
User

1AM > Users = Kai_Poynting )
- Click on

» Summary Permissions

Security Credentials

9. Click Attach Policy. Then select the Custom Policy you created above. It will appear as an attached policy
under permissions.

IAM > Users > Kai_Poynting

* ~ Summary
User ARN: arn:aws:iam: 892064206063 userKai_Poynting
Has Password: No
Groups (for this user): 0
Path: !
Creation Time: 2015-10-31 09:59 PDT
Groups Permissions Security Credentials
Managed Policies ~

The following managed policies are attached to this user. You can attach up to 10 managed policies.

Attach Policy

Policy Name Actions
SOMNAS_IAM Show Policy | Detach Policy | Simulate Policy
Inline Policies v
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Regions and Availability Zones for Amazon Machine Images

Amazon EC2 provides the ability to place instances in multiple locations. Amazon EC2 locations are composed
of Availability Zones and Regions.

* Regions are dispersed and located in separate geographic areas (US, EU, etc.).

* Availability Zones are distinct locations within a Region that are engineered to be isolated from failures in other
Availability Zones and provide inexpensive, low latency network connectivity to other Availability Zones in the
same Region.

Benefits of launching instances in separate Regions include:
* physical proximity of the application to specific customers, improving data transfer speeds
* may meet legal or other business requirements

» With the appropriate settings, it protects the application/s from the failure of a single location.

The following graphic shows a representation of Amazon EC2. Each Region is completely independent. Each
Availability Zone is isolated, but connected through low-latency links.

Amazon EC2

Region: eu-west-1

Region: us-east-1

Availability Zone

Availability Zone

Other Region...

There may be some minor cost differences depending on the availability zone chosen.
Another factor to be used in choosing an availability zone is geographic proximity to where applications and users

will be located. It's typically a good idea to minimize the network latency between the web server / applications
and users, which is likely a deciding factor for which region to use.
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Before beginning the configuration of SoftNAS on Amazon EC2, select the nearest location/region for Amazon
Machine Image of SoftNAS on theSoftNAS site.

Note : SoftNAS Cloud® is already installed as Amazon Machine Image (AMI), which means there's nothing to
download. Simply choose an AMI and and subsequent AWS region.

Pricing Details

For region

Us West ({Oregon)

US West (M. California)

Fi EU (lreland)

Asia Pacific [Singapore)
Asia Pacific (Sydney) .

Y| psia Pacific (Tokyo) fying any

gq South America (Sao Paulo) arges will

still apply, unless you use this product on a Micro instance, use
less than 750 hours per month and qualify for AWS Free
Usage Tier. Free Trials will automatically convert to a paid
subscription upon expiration. Mote that Free Trials are only
applicable for hourly subscriptions, but you can opt to purchase
an annual subscription at any time.

Hourly Fees
Total hourly fees will vary by instance type and EC2 region.

Software Pricing: Annual

i~

Take note of the region chosen. All AMIs created with this account will be launched in that region.
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Elastic and Virtual IP Addresses
When planning your AWS instance, it is important to keep high availability in mind prior to creating your instance.
The decision to create a highly available storage solution using SoftNAS must be made early in order to allow
you to prepare your build accordingly. One decision that needs to be made early is whether to use Instance,
Elastic or Virtual IPs. Beyond choosing the type of IP address you wish, there are many configuration steps
required to prepare for a high availability configuration. For complete coverage of high availability through
SoftNAS, go to our SoftNAS High-Availability Guide.

Amazon EC2 provides three types of IP addresses:

1) Instance IP address: each instance is assigned a dynamic IP address, assigned by DHCP. These are on the
internal, private network, assigned by DHCP. They will be different each time a SoftNAS instance is booted.

2) Elastic IP address: these are static IP addresses, and is recommended for use with SoftNAS, if not using
Virtual IPs. These IP addresses are public-facing, static IP addresses which are "associated" with a particular
instance. While associated with an instance, these IP addresses are always the same, so there is a predictable
way to address each SoftNAS instance in the environment. Elastic IP addresses are termed "elastic" as they can
be dynamically reassigned (moved) from once instance to another.

3)Virtual IP addresses: SoftNAS now supports the set up of highly available VPCs with private subnets using
virtual IPs. Elastic IP setup is still supported for legacy purposes. However, Virtual IP setup, more secure
because it does not require a public facing IP, is our recommended best practice. If setting up SoftNAS SNAP

HAT'VI with virtual IPs, there is no need to create Elastic IPs at all. The IPs assigned statically or via DHCP at
instance creation time can be retained.

Setup and maintenance of Virtual IP addresses are covered in the SoftNAS High-Availability Guide. Virtual IP
addresses are relatively simple to set up, requiring only that each VPC instance must have an IP in the same
CIDR block. A third IP outside this CIDR block will be selected during the HA wizard setup. This will be the IP
address you will use to access the highly available share, whichever instance is currently the primary.

There are multiple ways to configure secure administrative access to the SoftNAS SNAP HA™ storage
controllers:

1) VPN - this is the most secure stand-alone solution, and a recommended minimum best practice for limiting
access to the private IPs of each SoftNAS Cloud® controller. In this case, use DNS to assign a common name

to each controller (e.g., "nas01.localdomain.com", "nas02.localdomain.com"), making routing to each SoftNAS
Cloud® controller convenient for administrators.

2) Admin Desktop - an even more secure approach is to combine VPN access with an Administrator's desktop,
(sometimes referred to as a jumpbox) typically running Windows and accessed via RDP. This secure admin
desktop adds another layer of authentication, namely Active Directory (or local account) authentication.

Elastic IPs were long the go-to method, providing the flexibility to create a high-availability (HA) configuration.
With the ability to configure Virtual IPs, more secure because it offers no public IP access point, Elastic IPs are
no longer the recommended configuration, but are supported for legacy purposes as they are still widely used.

For more information on the SoftNAS High Availability technology via SNAP HATNI

SoftNAS High-Availability Guide.

or SnapReplicate, consult the
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As a quick example, consider two SoftNAS instances with replication between them configured as an Active-
Passive HA pair in different availability zones in the same region (or across regions, as applicable to local needs).
Let's call these SoftNAS instances "A" and "B", where "A" is currently the active, primary NAS.

Assign three elastic IP addresses - one for A, one for B, and one "floating" elastic IP used for failover.
Applications and DNS for SoftNAS Cloud® would reference the third elastic IP, as shown below.

Elastic IP Assigned To
IP1 SoftNAS Instance A
IP 2 SoftNAS Instance B
IP3 DNS - points to instance A initially

In this configuration, IP 1 and IP 2 are used to administer and perform replication between SoftNAS instances.
DNS points to "A", which is the active SoftNAS instance. In this configuration, replication is configured to flow
from "A" to "B", so that "B" is effectively a mirror of "A", always ready for a failover.

In the event of a zone failure, physical disk failure or scheduled downtime / maintenance, IP 3 can be reassigned
to "B", which becomes the active instance. When "A" is restored, replication can be reconfigured to flow from "B"
to "A"_

Note: It can take up to 30 seconds to complete an elastic IP reassignment to a different instance.

Alternatively, use IP 1 and IP 2 (without IP 3) and use dynamic DNS with a short TTL (time to live) and perform
failover by simply reassigning the IP 1 or IP 2 via dynamic DNS.

There are many different ways to configure HA and IP addresses - the above represents just a few ways,
provided to illustrate the flexibility provided by elastic IP addressing and/or dynamic DNS.

For more information:

* Allocating New Elastic IP Address

« Associating and Disassociating an Address

It is best practice to release the addresses that are no longer being used.
To do so:
1. On the Elastic IP addresses page, select the address to be released.

Note: Release the Elastic IP address that is not associated with an instance.

2. Click Release Address.
The Release Address message box asking to confirm the releasing of the address will be displayed.

The selected IP address will be released.
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Allocating New Elastic IP Addresses

1. From the EC2 Dashboard, click on Elastic IPs.

.1 AWS ~ Services qatester @ softnasdev v  N. Virginia v  Support v

Events “ Allocate New Address [JiF-Y=G1 504
4 Pa I - I 7)

Tags

Reports ), search : All Addresses Q None found
Limits
Elastic IP =~ Allocation ID = Instance ~ Private IP Address ~ Scope = Public DNS

Instances

No Add found
Spot Requests o resses foun
Reserved Instances

Commands

AMis
Bundle Tasks

Volumes

Snapshots

= NETWORK & SECURITY Select an address above mEEA
Security Groups
Placement Groups

Key Pairs
Network Interfaces

o

@ Feedback (@ English Privacy Policy ~ Terms of Use

2. Click on Allocate New Address.

Allocate New Address X

Are you sure you want to allocate a new IP address?

EIF used in: EC2 -

Cancel Yes, Allocate

3. Confirm the allocation of the new address to the EIP.

4. Click Yes, Allocate.

The allocated elastic IP and its IPv4 address will be displayed. Keep a record of this information.
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Allocate New Address X

V New address request succeeded
Elastic IP: 54.214.1.3. View Elastic IP
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Associating and Disassociating an Address

Associate or dissociate an elastic IP address with an instance.

1. On the Elastic IP addresses page, select the address to be associated with an instance.

Allocate New Address QECTS{]LERR
e o ¢ @

Q| search : 54.204.32.12 (2] 1to 10f 1
@  ElasticIP «  Allocation ID -~ Instance -~  Private IP Address ~ Scope ~  Public DNS
B 542043212 standard

2. Under Actions, click Associate Address.

e R oo q
Allocate New Address
Q search : 54.204.32.1 Release Addresses Q 1to10f1
@  ElasticIP Associate Address - Instance -~  Private IP Address ~ Scope -~ Public DNS
B 542043212 standard
The Associate Address dialog will be displayed.
Associate Address X

Select the instance to which you wish to associate this IP address (54.204.32.12)
Instance |

’ A Warning

If you associate an Elastic IP address with your instance, your current public IP address is released. Learn more about public

IP addresses.

3. Select the instance to be associated from the Instance drop down list.
4. Click Associate.

The elastic IP address is now associated with SoftNAS Cloud®.
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Similarly, it is possible to dissociate an address from the associated instance.
1. Select the elastic IP address to be dissociated from the instance.
2. Click Dissociate Address.

The Dissociate Address message box asking for confirmation of the dissociation of address with the specific
instance will be displayed.

3. Click Yes, Disassociate.

The selected address will be dissociated from the instance.
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Amazon EC2 Setup and Performance Considerations

Take into account best practices for AWS EC2 combined with SoftNAS Cloud® optimization configurations
before getting started with SoftNAS Cloud® for Amazon EC2.

Note: For extremely heavy workloads, increase cache memory with High Memory Instances and / or EBS-
Optimized and Bursting IOPS to provide better control over available IOPS. Consult the AWS Instances
section for more detailed recommendations and explanations on this topic.

To further improve read and query performance, configure a Read Cache device for use with SoftNAS Cloud®.
SoftNAS Cloud® leverages the ZFS L2ARC as its second-level cache.

AWS EC2 Read Cache

During instance creation, choose an instance type that includes local solid state disk (SSD) disks. The storage
server will make use of as much read cache as is provided to it. Read cache devices can be added and removed
at any time with no risk of data loss to an existing storage pool. There are two choices for SSD read cache on
EC2:

1. Local SSD - the fastest read cache available, as the local SSDs are directly attached to each EC2 instance
and provide up to 120,000 IOPS.

2. EBS Provisioned IOPS - these EBS volumes can be assigned to SSD, providing a specified level of
guaranteed IOPS.
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Create and Configure an Instance in AWS

Amazon Web Services provides virtual cloud platform and computing resources for developers and IT
professionals. SoftNAS Cloud® provides a powerful shared-storage interface into this robust resource through
unified connections of CIFS, NFS, iSCSI, giving the virtually unlimited capacity, remote replication, and high
availability needed for the expected workload.

1. Complete the Launching SoftNAS Cloud® Platforms initial registration procedure, beginning from
www.softnas.com and choose SoftNAS Cloud® for AWS.

2. Continue through the registration wizard.

3. A SoftNAS Cloud® for Amazon Marketplace pricing page will ultimately appear. Choose to Launch with 1-
Click or change preferred settings in the Manual Launch page and Launch from EC2 Console.

Note: Review all pricing structure and usage fees in each section before confirming or launching an instance.
Some settings will impact usage and subscription fees, even during a trial period.

Amazon defines instance as "a copy of an Amazon Machine Image running as a virtual server in the AWS
cloud." This guide will use the AWS terminology in this section for Ul consistency.

To maximize customization, Manual Launch is the recommended choice for initial setup. Below are the basic
steps to follow.

1. Launch Instance
* Once an AWS account has been created, log on to Amazon EC2 and navigate to EC2 Dashboard.
* Create Instance from the Launch Instance item that appears on the Dashboard as well as the Instances page.

Note: The active region is visible in the Amazon Header menu next to the access email address. This can be
changed to create servers in different regions, but keep in mind budgeted subscription costs and data usage
fees. Also consider permissions for different user levels at this stage.

2. Choose a SoftNAS Cloud® Amazon Machine Image (AMI)
From the menu on the left, click AWS Marketplace and search for SoftNAS.

Note: SoftNAS Cloud® supports two different virtualization types, either paravirtual (PV) or hardware virtual
machine (HVM, required for Enhanced Network Support, recommended) on General Use or Enterprise Level.
Choose the instance type that supports predicted network requirements.

Copyright ©2017 SoftNAS, Inc.


http://www.softnas.com
http://aws.amazon.com

EESoftNAS Installation and User Guide

CcLOuD’

1. Choose AMI 2. Choose Instance Type 3. Configure Instance 4. Add Storage h.Tag Instance 6. Configure Security Group 7. Review

Cancel and Exit

Step 1: Choose an Amazon Machine Image (AMI)

An AMI is a template that contains the software configuration (operating system, application server, and applications) required to launch your instance. You can select =
an AMI provided by AWS, our user community, or the AWS Marketplace; or you can select one of your own AMIs.

Quick Start 11to 4 of 4 Products
O, SofthNAS X
My AMis
AWS Marketplace ESoftNAS  SoftNAS Cloud - High-Performance Cloud NAS (PV/20TB) m
b (6) | SoftNAS Cloud 3.1 | Sold by SoftMAS
Community AMIs Starting from $0.18/hr or from $1,451/yr (up to 68% savings) for software + AWS usage fees
Free Trial Linux/Unix, CentDS 6.5 | 64-bit Amazon Machine Image (AMI) | Updated: 10/2/14

SoftNAS is the leading cloud NAS for Amazon EC2. Supports standard mounts including NFS,
CIFS and iSCSI through the simple SoftNAS StorageCenter GUI with multiple EBS, SSD . I

7 categories
All Categories More info

Software Infrastructure (4)

Business Software (4) EWSoftNAS  SoftNAS Cloud - High-Performance Cloud NAS (HVM/SRV-I0/20TB) m

PRl o

wrdrde e (0) | SoftNAS Cloud 3.0 Previous versions | Sold by SofthAS
- .
opemtmg System Starting from $0.45/hr or from $3,627/yr (8% savings) for software + AWS usage fees
Clear Filter Free Trial Linux/Unix, GentDS 6.5 | 64-bit Amazon Machine Image (AMI) | Updated: 8/17/14

SoftNAS is the leading cloud NAS for Amazon EC2. Supports standard mounts including NFS,

¥ All Linux/Unix
CIFS and iSCSI through the simple SoftNAS StorageCenter GUI with multiple EBS, S5D ...

I CentOS (4) More info T

Note: Prices and version levels may have changed. Select the version that most accurately fits the needs of
deployment. Click Next.

3. Choose an Instance Type
* Tick the Instance that best fits the expected environment. Then click Next: Configure Instance Details.

1. Choose AMI 2. Choose Instance Type 3. Configure Instance 4. Add Storage 5. Tag Instance 6. Configure Security Group 7. Review
Step 2: Choose an Instance Type
Filter by: All instances v Current generation v Show/Hide Columns

Currently selected: m1 small (1 ECUs, 1 vCPUs, Intel Xeon Family, 1.7 GiB memory, 1 x 160 GiB Storage Capacity)

; ; : : EBS-Optimized
Family - Type - ECUs (D) ~| vCPUs () - Memory(GlB) ~ 'mstance Storage(GB) Ma“:b::!"'lzf\l

(i)

~  MNetwork Performance (i)~

i
i
)

Micro instances

t1.micro upto 2 1 0613 EBS only - Very Low
General purpose m3.medium 3 1 3.75 1x4(SSD) - Moderate
General purpose m3.large 6.5 2 75 1x32(SSD) - Moderate
General purpose m3 xlarge 13 4 15 2 x40 (S8D) Yes Moderate:
General purpose m3 oxlarge 26 8 30 21X 80 (SSD) Yes High
a General purpose 1 1 1.7 1% 160 B Low
Compute optimized c3large 7 2 375 2x16 (S5D) - Moderate o

Cancel Previous Review and Launch Next: Configure Instance Details

Note: At any point past this screen, skip to Review and Launch to accept the default settings for the rest of the
option screens.
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Consider the recommendations in section AWS Instances for a clearer network design.

Note: Micro instances may be adequate for some development and QA testing purposes, but consider the
limitations on memory, CPU and network that are imposed on micro instances. These limitations have a
significant impact on SoftNAS Cloud®'s performance and throughput.

View the complete details of an instance that is successfully launched.

1. Click Instances in the left panel.

All the instances in the region will be displayed.

2. Select the instance for whose details are to be viewed.

The details of that instance will be displayed at the bottom of the screen in different tabs.

Instance: | i-af588d87  Public DNS: - _ NN
Description Status Checks Monitoring Tags
Instance 1D i-af588d87 Public DNS
Instance state  running Public IP
Instance type  m1.small Elastic IP
Private DNS  ip-10-135-42-108. ap-southeast- Availability zone  ap-southeast-1a
1.compute.internal
Private IPs  10.135.42.108 Security groups  launch-wizard-1. view rules
Secondary private IPs - Scheduled events Mo scheduled events
VPCID - AMIID  SoftNAS 2.1.3 PV (ami-347a2966)

SubnetID - Platform
Network interfaces - 1AM role

Sourceldest. check False Key pair name  JinchengSoftNAS2

Owner 892064206063
EBS-optimized False Launch time  April 24, 2014 7:13:15 PM UTC4 {less than

3. The Description tab shows all the basic and general information of the instance.

4. The Status Checks tab displays the information on system status checks and instance status checks. Status
Check Alarms are created from here.

Status Checks & Alarms

5. The Monitoring tab displays all the CloudWatch alarm and metrics in graph format.

6. The Tags tab will show all the tags that are associated with the instance. Add, edit or remove tags in this area.
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Setting Recommended Notes
Number of Instances 1
Network EC2 See VPC Notes below
Availability Zone No preference Choose a preset zone
IAM None
Shutdown Behavior Stop
Enable Termination Checked Prevent Instances from being accidentally deleted
Protection
Monitoring As preferred See CloudWatch notes below

Consider the following elements when configuring an Instance:

Element Setup Recommendations

Memory * 4GB or more for best results.

» 1GB RAM needed for kernel and system ops
» Anything >1GB is available for use as cache memory

» Add 1GB RAM per TB of deduplicated data.

CPU * Minimum of 2 required for normal operation.
» Add CPUs if CPU usage is observed at >60%.
Network » Elastic Block Storage disks run across the network in a SAN configuration.

» High-performance needs can be met with the extra-charge option Provisioned IOPS.

VPC Notes: For optimal efficiency, launch an instance into an Amazon VPC (Virtual Private Cloud)
environment instead of the default Launch Into option to EC2. VPCs can be useful if all computing will be done
in the EC2 environment, or to interconnect an existing network via a VPN gateway to the VPC environment;
e.g.,setting up an IPSec tunnel between an existing data center and the VPC. To operate SoftNAS Cloud®
within the private subnet of a VPC, create an outbound NAT route that enables the SoftNAS Cloud® instance
to access the Internet to perform software updates, activation, etc. In this case, only outbound TCP traffic to the
softnas.com domain is required to be enabled; i.e., inbound access to ports 22 and 443 for administration can
be restricted to VPC subnet access only.

Note: Use a VPC to use SoftNAS Cloud® in high availability mode (SNAP HATM). For more information, see
the document SoftNAS High Availability Guide.

CloudWatch provides a detailed monitoring of the SoftNAS Cloud® instance. The Free Tier includes basic
monitoring metrics at 5-minute intervals, 10 monitoring metrics, 10 alarms and 1 million API requests at no
additional charge. Check the box in the Monitoring field to enable CloudWatch, which is recommended.
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1. Choose AMI 2. Choose Instance Type 3. Configure Instance 4. Add Storage 5. Tag Instance 6. Configure Security Group 7. Review

Step 3: Configure Instance Details

Configure the instance to suit your requirements. You can launch multiple instances from the same AMI, request Spot Instances to take advantage of the lower pricing, assign an access management role to the

] »

instance, and more.
Number of instances (j 1
Purchasing option . [F1Request Spot Instances

Netweork (i) Launch into EC2-Classic ~ | C create new vPC

Availability Zone (j) No preference -

1AM role (§) None -~

Shutdown behavior () Stop -

Enable termination protection (i) [FIProtect against accidental termination
Monitoring  (j [CEnable CloudWatch detailed monitoring
Additional charges apply.

» Advanced Details -

Cancel Previous GEUEELLRENT] Next: Add Storage

Advanced Details may also be set up in this step.

¥ Advanced Details

Userdata () ® As text O Asfile [ Input is already base64 encoded

A

cancel | Previous EGEUEVELLEETTGLE Next: Add Storage

Click Next: Add Storage.

Attach additional EBS volumes and instance store volumes, or edit the settings of the root volume.

Note: Instance store volumes may not be attached after launching an instance; however, EBS volumes may be
attached after the instance is launched. Keep this in mind during initial network planning.

Step 4: Add Storage

Your instance will be launched with the following storage device settings. You can attach additional EBS volumes and instance store volumes to your instance, or
edit the settings of the root volume. You can also attach additional EBS volumes after launching an instance. but not instance store volumes. Learn more about
storage options in Amazon EC2.

Type (i) Device (i) | Snapshot (1) Size (GIB) (1) | Volume Type (i) piis Tl o= OL IR Ron Enchples

® ®
Root fdev/sdar snap-2e229192 30 General Purpose (SSD) ¥| 90/3000 @ Not Encrypted
Instance Store 0 v| [/devisdb v| NIA NIA NIA N/A N/A Not Encrypted €3

Add New Volume

Create and configure additional volumes for SoftNAS Cloud® use. A default installation includes one SoftNAS
Cloud® 30GB root device and a configurable first volume as an Instance Store.

Recommended Initial Configuration Settings:
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. : Delete on
Type (i Device (i Snapshot (i SIZ_E (S8 Volume Type (i IOPS (i Termination En_t:rypted
I i i
Root /dev/sdal snap-276e1a89 30 General Purpose (S ¥ 90 /3000 Not Encrypted
Instance Store 0 fdewisdb v |  N/A N/A N/A MNIA N/A Not Encrypted 9
Add New Volume
See also: Managing Volumes
1. In the above menu, click Add New Volume.
2. Alternatively, go to Elastic Block Storage in the menu, and click Volumes.
Create Volume X
Type (i General Purpose (330) v
Size (GIB) (| 100 (Min: 1GIB, Max: 1024GiB)
IOPS (i 300 73000 (3000 IOPS bursts and baseline of 3
IOPS per GB)
Availability Zone (j us-east-1a v
SnapshotID [
Encryption (j Encrypt this volume

3. Enter the configuration settings best suited for an environment based on best practices and the relevant
interface above.

Note: Key Pairs and Instance Tags secure data and verify ownership. Properly set up, these layers of validation
protect EC2 Instances from accidental or unauthorized users.

The EC2 environment takes advantage of keyword tag benefits by proactively setting a connection between an
account and access to the current instance.
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Step 5: Tag Instance

A tag consists of a case-sensitive key-value pair. For example, you could define a tag with key = Name and value
= Webserver. Learn more about tagging your Amazon EC2 resources.

Key (127 characters maximum) Value (255 characters maximum)
Name (%)
Create Tag (Up to 10 tags maximum)

Note the following basic tag restrictions:

* The aws: prefix is reserved for AWS use, and tags with this prefix do not count against tags per resource limit.
* Maximum Tags: 10 tags per resource

* Maximum Key String: 127 Unicode characters (case-sensitive)

* Maximum Value String: 255 Unicode characters (case-sensitive)

Next, network settings and services can be determined in advance by setting up a Security Group.

1.Choose AMI 2.Choose Instance Type 3. Configure Instance 4. Add Storage 5. Tag Instance 6. Configure Security Group 7. Review

Step 6: Configure Security Group

A security group is a set of firewall rules that control the traffic for your instance. On this page, you can add rules to allow specific traffic to reach your instance. For example, if you want to set up a web server

and allow Internet traffic to reach your instance, add rules that allow unrestricted access to the HTTP and HTTPS ports. You can create a new security group or select from an existing one below. Learn more
about Amazon EC2 security groups

Assign a security group: ®Create a new security group

Select an existing security group

Security group name; SoftNAS UltraFast Custom
Description: Custom configuration created to support UltraFast functionality
Type (i Protocol (i Port Range (i Source (j
HTTPS v TCP 443 Custom IP v | [172 16 151 0/32 Q
Custom UDP Rule v UDP 68 Custom IP v ||172.16.151.0/32 (%]
Custom TCP Rule TcpP &8 Custom IP v | 172 16.151.0/32 e
S8H v TCP 22 Custom IP ¥ ||172.16 151.0/32] e

Add Rule

Cancel Previous Review and Launch

1. If creating a new security group for your instance, select the Create a new security group radio button.
2. To create a custom configuration, simply click Add Rule, and select the desired protocol, the desired port, and
for improved security, place a limit on the accepted source IP.

3. To select an existing security group configuration, click the Select an existing security group radio button,
and select the desired option from the dropdown that appears.

A Key Pair is a pair of security credentials associated with this Instance; the Public Key and the Private Key.The
Create Key Pair section of the wizard will be displayed. In this step, create a public/private key pair used with
SSH to access and administer the SoftNAS Cloud® instance in the cloud.
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Select an existing key pair or create a new key pair X

A key pair consists of a public key that AWS stores, and a private key file that you store. Together,
they allow you to connect to your instance securely. For Windows AMIs, the private key file is required
to obtain the password used to log into your instance, For Linux AMIs, the private key file allows you to
securely SSH into your instance.

Note: The selected key pair will be added to the set of keys authorized for this instance, Learn more
about removing existing key pairs from a public AMI.

¥ Choose an existing key pair

Create a new key pair
Proceed without a key pair

P —

Alex B

~ Il acknowledge that | have access to the selected private key file (Alex.pem), and that without
this file, | won't be able to log into my instance.

Cancel h-' andhmesenii l

Installation and User Guide

The Key Pair helps to securely connect to an instance when it is launched. Either choose from existing key pairs
that have been created in the current region or create a new key pair. In the above example, the option Choose

from existing Key Pairs is selected.

If choosing from existing key pairs, simply select from the available options under

Select an existing key pair or create a new key pair X

A key pair consists of a public key that AWS stores, and a private key file that you store. Together,
they allow you to connect to your instance securely. For Windows AMIs, the private key file is required
to obtain the password used to log into your instance. For Linux AM|s, the private key file allows you to
securely SSH into your instance.

Note: The selected key pair will be added to the set of keys authorized for this instance, Learn more
about removing existing key pairs from a public AMI.

Choose an existing key pair B

Select a key pair

o Alex
Alex2 a
Amazon_Key
automated-tests-key
bgoodwyn@softnas.com
cloud_sales
Cluster

dbillsbrough

grege
[i-test
ji-viriginia
liHa2000
jinewtest2
jitestiam
kash_aws.

aatt aact

If creating a key pair, simply select said option from the top dropdown.
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Select an existing key pair or create a new key pair X

A key pair consists of a public key that AWS stores, and a private key file that you store. Together,
they allow you to connect to your instance securely. For Windows AMIs, the private key file is required
to obtain the password used to log into your instance. For Linux AMIs, the private key file allows you to
securely SSH into your instance.

MNote: The selected key pair will be added to the set of keys authorized for this instance. Learn more
about removing existing key pairs from a public AMI.

¥ Choose an existing key pair .
Create a new key pair |-
Proceed without a key pa

T —

gregp B

_11 acknowledge that | have access to the selected private key file (gregp.pem), and that
without this file, | won't be able to log into my instance.

Cancel

Upon clicking Create a new key pair, the following dialog appears:

Select an existing key pair or create a new key pair X

A key pair consists of a public key that AWS stores, and a private key file that you store. Together,
they allow you to connect to your instance securely. For Windows AMIs, the private key file is required
to obtain the password used to log into your instance. For Linux AMIs, the private key file allows you to
securely SSH into your instance.

MNote: The selected key pair will be added to the set of keys authorized for this instance. Learn more
about removing existing key pairs from a public AMI.

Create a new key pair B

Key pair name
mykeyname

Dowa!goad Key Pair

Name this key pair something that will help identify it later. Download the .pem file created, in order to gain
access to your VM. As the warning below states, this will be the only opportunity to do so.

You have to download the private key file (*.pem file) before you can continue. Store
it in a secure and accessible location. You will not be able to download the file
again after it's created.

Note: Do not select the Proceed without a Key Pair option. If an instance is launched without a key pair, it will
be inaccessible. This option is used only when creating an AMI, and/or when connecting to the instance is not
critical.

Click on Launch Instances.

Add Disks

Adding Amazon S3 Cloud Disks

Adding Amazon EBS Disks
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AWS Instances

Amazon EC2 provides computing instances, which are virtual machines running on the XenSource hypervisor.
Each instance is a unique copy of a virtual machine image. We will use EC2 terminology instance to refer to
these VMs.

There are over 200 possible combinations of the EC2 instance type. When choosing an instance type for
production deployment, give careful consideration to the overall storage demand and best practices for
performance.

The top two things to consider are IOPS and Throughput. SoftNAS Cloud® specific configurations to consider are
the use of Deduplication and / or Compression.

To maximize IOPS and Throughput, create instances that support Enhanced Networking and EBS Optimization.
Listed below are the instance types that best meet these settings, based on settings pulled from Amazon Web
Services.

The following instance types* also include the following optimization benefits:
® AES-NI
® avx

. Intel® Turbo

* EBS Optimization

* Enhanced Networking

* Intel Xeon E physical processors

* Intel

* Intel

et [ veru | Meme | e | eroenonds | ctock spsea o
c3.xlarge 4 7.5 2x40 Moderate 2.8
c3.2xlarge 8 15 2x80 High 2.8
c3.4xlarge 16 30 2x160 High 2.8
r3.xlarge 4 30.5 1x80 Moderate 25
r3.2xlarge 8 61 1x160 High 25
r3.4xlarge 16 122 1x320 High 25
i2.xlarge 4 30.5 1x800 Moderate 25
i2.2xlarge 8 61 2x800 High 25
i2.4xlarge 16 122 4x800 High 25

*-Settings may have changed slightly since the publication of this guide.
SoftNAS performance and throughput is governed by:

* Available Memory: SoftNAS uses approximately 1 GB of RAM for the kernel and system operation.
Memory beyond 1 GB is available for use as cache memory, which greatly improves overall system
performance and response time - more memory = better performance, to a point. If application
workloads involve a high number of small, random 1/O requests, then cache memory will provide the best
performance increase by reducing random disk I/O to a minimum. If running a SQL database application,
cache memory will greatly improve query performance by keeping tables in memory. At a minimum,

2 GB of RAM will yield around 1 GB for cache. For best results, start with 4 GB or more RAM. With
deduplication, add 1 GB of RAM per terabyte of deduplicated data (to keep deduplication look-up tables
in RAM)

Copyright ©2017 SoftNAS, Inc.


http://aws.amazon.com/ec2/instance-types/
http://aws.amazon.com/ec2/instance-types/

SoftNAS i -
-_— CLOUD’ Installation and User Guide

* CPU: SoftNAS needs a minimum of 2 CPUs for normal operation. To maintain peak performance when
using the Compression feature, add CPUs (e.g.,4 CPU) if CPU usage is observed at 60% or greater on
average.

* Network - In EC2, SoftNAS uses Elastic Block Storage (EBS), which are disks running across the
network in a SAN (storage area network) configuration. This means all disk 1/O travels across a shared
network connecting the EC2 computing instance with the SAN. This makes network 1/0 an important
factor in SoftNAS Cloud® environment performance.

* Multiple Performance & Scale Options: EC2 offers Fixed Performance Instances (e.g. m3, ¢3, and
r3) as well as Burstable Performance Instances (e.g. t2) for occasional heavy use over baseline. EC2
also offers many instance sizes and configurations. Consider all potential networking requirements when
choosing instance type. Purchasing models include On-Demand, Reserved, and Spot Instances.

To get the best performance out of SoftNAS Cloud® in an AWS environment, consult the following best
practices:

Regions for Amazon Machine Images

AWS Instances

Elastic IPs
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Here are some general recommendations for getting started with EC2 and SoftNAS.

» Standard: A good starting point in regards to memory and CPU resources. This category is suited to
handle the processing and caching with minimal requirements for network bandwidth.

* Medium: Good for workloads that are read intensive, and will benefit from the larger memory-
based read cache for this category. The additional CPU will also provide better performance when
deduplication, encryption, compression and/or RAID is enabled.

* High: This category can be used for workloads that require a very high speed network connection due
to the amount of data transferred over a network connection. In addition to the very high speed network,
this level of instance gives you a lot more storage, CPU and memory capacity.

For extremely heavy workloads, increase cache memory with "High-Memory Instances" and/or use EBS-
Optimized and Provisioned IOPS to provide better control over available IOPS.

Note: Micro instances may be adequate for some development and QA testing purposes, and to keep costs low;

however, be aware of the significant memory, CPU and network limits imposed on micro instances, which will
certainly limit performance and throughput of SoftNAS.
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Accessing SoftNAS Cloud® for EC2

In order to log in to SoftNAS Cloud® for an EC2-based network, go to the Instances page and select the
instance to connect to. To create a new instance, consult the Create and Configure An Instance in AWS

section of this guide.

The bottom half of the screen will show various details about this instance. Note the IP address and the Instance
ID. Both of these items will be required for initial login.

Description Status Checks Monitoring Tags

IInstanceID i-Da‘ldccBeaI Public DNS  ec2-54-164-14-220_ compute-
1.amazonaws.com

Instance state  running Public IP
Instance type  m3.medium Elastic IP  54.164.14 220
Private DNS  ip-70-0-0-130 ecZ. internal Availability zone  us-east-1c
Private IPs ~ 70.0.0.130 Security groups  default, automated-tests. view

rules

1. In a web browser, enter the Public IP or Elastic IP address (they should be the same as per Elastic IP
Address) in the format
https://[instanceip]

2. Enter softnas as the user ID. (Root logins are defaulted as disabled for security reasons - use sudo su to
become root on Amazon EC2 systems.)

3. The default password is the string in the Instance ID field. Copy/paste the entire field for convenience and
foolproof data entry.

4. Consult the SoftNAS Cloud® Configuration section to continue with storage management settings.
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Adding Amazon EBS Disks

Before adding EBS disks, and creating your storage pools and volumes, there are many considerations specific

to creating volumes and pools for EBS disks. Review the AWS EBS considerations found in Amazon EBS RAID
Considerations.

1. In SoftNAS StorageCenter, choose Disk Devices from the main menu.

Storage Administration “
= B2
M Dashboard
= =] Storage
["i Valumes and LUNs
& Storage Pools
33 CIFS Shares
o, MFS Exports
(= Disk Devices
(=) i5CSI LUN Targets
(=) iSCSI SAN Initiators
File System
) SnapReplicate™
& {y Settings
] Documentation

ﬂ Log out

The Disk Devices panel appears.

2. From Disk Devices, click on Add Device.

«¥ Welcome == Getting Started I'é'l Disk Devices

Available Devices

& Partition Al & Create Partiton  $§ Remove Partition fify Unmount &3 Refresh || Add Device | 3¢ Delete Device

Device Total size Make and model Device Usage Extra Disk Info

3. From Add Device screen, select Amazon EBS Disk.
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test1 Add Device (%]

|

2 Add Disk Device

Choose the type of disk device you would like to add,
then press the Mext button to continue.

(2 Amazon 53 Cloud Disk Extender
©® Amazon EBS Disk

Cancel Mext

Complete the Amazon EBS Disk form as described in the table below.

Installation and User Guide

Add Amazon EBS Disk

— 1. Enter your AWS account credentials

AWS Access Key ID: | RN RN E RN

Secret Access Key: | I LI L L L L LI LI I L

— 2. Choose EBS Disk Options
Maximum Disk Size (GB):

Encrypted disk

Type: | General Purpose (55D) | v |

Delete disk on instance termination

Pre-Warming
Mumber of EBS disks to make:

Cancel Create EBS Disk
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Add Amazon Disk Reference Table
Parameter Description
AWS account Enter the AWS account credentials used to access Amazon Web Services.

credentials
Note: If AWS account credentials are unavailable (grayed out), an Amazon IAM Role
was specified at SoftNAS Cloud® instance creation. Creating a SoftNAS Cloud®
IAM user from the Amazon Web Services Dashboard is the recommended approach
for a more secure connection to AWS.

Creating the SoftNAS Cloud® S3/EBS IAM Role for AWS

EBS Disk Options |Maximum Disk Size:
Must be between 1-1024 GB.

Encrypted Disk:
Check this option and provide a Disk Password to encrypt the contents of the EBS
disk to ensure its contents cannot be accessed, except via this EBS Disk.

Type:

General Purpose (SSD) volumes offer cost-effective
storage that is ideal for a broad range of workloads. These volumes deliver
single-digit millisecond latencies, the ability to burst to 3,000 IOPS for extended
periods of time, and a base performance of 3 IOPS/GiB. General Purpose (SSD)
volumes can range in size from 1 GiB to 1 TiB.

Provisioned IOPS (SSD) volumes are designed to meet
the needs of I/O-intensive workloads, particularly database workloads, that
are sensitive to storage performance and consistency in random access |/O
throughput. Specify an IOPS rate (using the dropdown provided when the option is
selected) when the volume is created, and Amazon EBS delivers within 10 percent of
the provisioned IOPS performance 99.9 percent of the time over a given year.

Magnetic volumes provide the lowest cost per gigabyte of all
Amazon EBS volume types. Magnetic volumes are backed by magnetic drives
and are ideal for workloads performing sequential reads, workloads where data is
accessed infrequently, and scenarios where the lowest storage cost is important.
These volumes deliver approximately 100 IOPS on average, with burst capability of
up to hundreds of IOPS, and they can range in size from 1 GiB to 1 TiB. Magnetic
volumes can be striped together in a RAID configuration for larger size and greater
performance.

5. Click on Create SSD Disk.

The EBS Disk is created and automatically partitioned and ready for use.
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(=) Disk Devices

Q_— Partition Al <§= Create Partition $& Remove Partition éie Refresh | < AddDevice 3£ Delete Device

Available Devices

Device Total size Make and model Device Usage

[dev/=3-12 500,0GE SoftMas, Amazon Cloud Disk (file) Available to assign
[devf=3-20 500,0GE SoftMAsS, Amazon Cloud Disk (file) Available to assign
[devf=3-21 500,0GE SoftMas, Amazon Cloud Disk (file) Available to assign
[devfs3-22 500.0GB SoftNAS, Amazon Cloud Disk (file) Available to assign

Extra Disk Info

53 bucket: asydneyone-5406 1-s3disk-19, in 'U.5. Standard' region
53 bucket: adisk-25893-s3disk-20, in 'sydney’ region

53 bucket: adisk-50963-s3disk-21, in ‘ireland' region

53 bucket: adisk-70213-s3disk-22, in "tokyo' region

The next step is to create a Storage Pool which uses the EBS disk.

Note: Ensure sufficient licensed capacity in SoftNAS Cloud® to accommodate the amount of storage capacity

that will be added.

Create Storage Pool

Add & Manage Volumes

Share Volumes over a Network
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Managing EC2 instances in AWS

While configuration is largely handled within the SoftNAS Ul, EC2 instances can also be managed from within

the EC2 Dashboard, in AWS.

1. Log into your account in the AWS console via your browser.
2. Once logged into the console, select EC2 from the available options.

ii AWS ~ Services v

Amazon Web Services

Compute

EC2
Virtual Servers in the Cloud

EC2 Container Service
Run and Manage Docker Containers

Elasfic Beanstalk
Run and Manage Web Apps

Lambda

Run Code in Respense to Events

&~ 7 (e

Storage & Content Delivery
S3

Scalable Storage in the Cloud

CloudFront
Global Content Delivery Metwork

Elastic File System 7REVIEY
Fully Managed File System for EC2

Glacier
Archive Storage in the Cloud

Import/Export Snowball
Large Scale Data Trangport

Storage Gateway

20O

Storage

Integrates On-Premises IT Envirenments with Cloud

Developer Tools

CodeCommit
Store Code in Private Git Repositories

e CodeDeploy

Automate Code Deployments

&= CodePipeline
“»> Release Software using Continuous Delivery

Management Tools
CloudWatch

Monitor Resources and Applic ations

CloudFormation
Create and Manage Resources with Templates

CloudTrail
Track User Activity and APl Usage

=& Config

¥ Track Resource Inventory and Changes

‘ OpsWorks

Automate Operations with Chef

‘ Service Catalog

Create and Use Standardized Products

8  Trusted Advisor
"' Optimize Perfermance and Security

Securitv & ldentity

3. You can review a summary of account resources from the EC2 Dashboard. Click Instances to manage your

individual instances.

ﬁ AWS ~ Services ~ qal
EC2 Dashboard Resources (&
Events 4
Tags You are using the Tollowing Amazon EC2 resources in the US East (N. Virginia) region:
Reports 3 Running Instances 18 Elastic IPs
Limits 99 Volumes 19 Snapshots
67 Key Pairs 0 Load Balancers
=| INSTANCES 1 Placement Groups 352 Security Groups
Spot Requests @ Easily deploy and operate applications - use Chef recipes, manage SSH users, and more. Try OpsWorks now.
Reserved Instances Hide
Commands
T Create Instance
AMIs To start using Amazon EC2 you will want to launch a virtual server, kKnown as an Amazon EC2 instance.
Bundle Tasks
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4. You can stop and start individual instances, launch new instances, and many other management tasks by
navigating the EC2 console. Select the Instance you would like to manage, click Actions, and select the desired

option.

N AWS v
EC2 Dashboard
Events
Tags
Reports
Limits
Instances
Spot Requests
Reserved Instances

Commands
AMIs
Bundle Tasks

Volumes

Services v
Launch Instance Actions »
4
Name + | Instance Il Launch More Like This L Lohili g
2
@ TRKLTClient . .
Instance Settings 4
UPLOAD-LO .. I Image »
AWS_Mihajl... i —-— T N > Terminate
“*RKL TClient [ || ClassicLink i1
4

CloudWatch Monitoring

Instance: | i-2c8514fa (“RKLTCIien .1.138.164
Description Status Checks Monitoring Tags
Instance ID  i-2c8514fa
Instance state  stopped

e

. 7 i

Installation and User Guide

gatester

Instance State - Status Checks -~ Alarm Stal
) stopped None
@ stopped None
@ stopped Nane
@ stopped Nane

Public DNS  ec2-52-7-

1.amazon|

PublicIP  52.7.138.

= | eH 1n £ 7 420

For more in depth information on individual features or tasks within the EC2 console, review Amazon Web
Services very thorough documentation.
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Creating an EC2 Volume

EBS volumes can be created from within the EC2 console, in order to manage storage for your SoftNAS
volumes.

To create a volume:

1. Log into AWS and select EC2.

ii AWS v Services v

Amazon Web Services

Compute Developer Tools
EC2 CodeCommit
Virtual Servers in the Cloud Store Code in Private Git Repositories
EC2 Container Service g CodeDeploy
Run and Manage Docker Containers Autemate Code Deployments
Elastic Beanstalk =% CodePipeline
Run and Manage Web Apps s> Release Software using Continuous Delivery
Lambda
Run Code in Response to Events Management Tools
) CloudWatch
Storage & Content Delivery Monitor Resources and Applications
53 CloudFormation
Scalable Storage in the Cloud Create and Manage Resources with Templates
s CloudFront CloudTrail
"g® Giobal Content Delivery Network Track User Activity and APl Usage
& Elastic File System PrEVIES < Config
w® Fully Managed File System for EC2 ¥ Track Rescurce Inventory and Changes
Glacier OpsWorks
Archive Storage in the Cloud Automate Operations with Chef
s Import/Export Snowball ‘ Service Catalog
Large Scale Data Transport Create and Use Standardized Products
‘ Storage Gateway o Trusted Advisor
Integrates O'n-Premises IT Environments with Cloud " Optimize Performance and Security
Storage

Securitv & ldentity

2. Navigate to EC2 Dashboard -> Volumes.
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ﬁ AWS ~ Services v

EC2 Dashboard (o -CCRTGT | Actions ¥
4

Events

Tags Q
Reports
Limits Name ~| VolumelD ~

Instances
Spot Requests
Reserved Instances

Commands

=] IMAGES
AMIs
Bundle Tasks

Volumes

Snapshots
Select a volume above

Security Groups
Elastic IPs
Placement Groups

Key Pairs

-

Network Interfaces

3. Click on Create Volume.

The Create Volume dialog will be displayed.

Installation and User Guide

Create Volume

Type | . - General Furpose (SSD)
size (GiB) (i) 100
IOPS | | - 300/ 3000
Availability Zone | . - us-east-1a v
SnapshotID (i)
Encryption () Encrypt this volume

(Min: 1 GiB, Max: 16384 GIB)

(Baseline of 3 IOPS per GIB)

Create Volume Dialog Settings:
1. Select the desired type from the Volume Type drop down.
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* General Purpose (SSD): Default IOPS (no guaranteed IOPS level in shared environment - less predictable,
less consistent performance)

* Provisioned IOPS: assign a specific level of IOPS by entering the number of 1/0 per second you want assured
for the EBS data volumes (see Choosing an Instance Type)

* Magnetic: IOPS limited to constraints of magnetic disks.

2. Enter the size of the volume in the Size text entry box.

3. View the IOPS based on the Volume Type selected under IOPS. If Provisioned IOPS is selected, this value
can be manually set.

4. Select the desired zone from the Availability Zone drop-down. This helps you to attach the volume to your
instance.

5. If creating the volume from a Snapshot, select the required snapshot from the Snapshot drop down list.
6. If the volume is to be encrypted, check the "Encrypt this volume" box.
7. Click the Create button.

The new standard volume is created.
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Managing Volumes

Once volumes are created, attach or detach volumes to an instance.

1. To do so, on the Volumes page, select the volume to be attached to an instance.

2. From the Actions drop down list, select Attach Volume.

B AWS v Services v

EC2 Dashboard (LA Actions &
Events 1
Tags Delete Volume
’ Q Attach V -::I'lilrj'n-:—'
Reports <
Limits Name
=] INSTANCES Create Snapshot
Instances Change Auto-Enable 10 Setting
Spot Requests Add/Edit Tags
Reserved Instances vol-d7e71a38 5 GiB

The Attach Volume dialog will be displayed.

Attach Volume X

Volume | vol-86916269 in us-east-1c
Instance | in us-east-1c

Device (j

3. Select the instance to be attached from the Instance drop down list.

Enter a device name for the EBS volume; e.g., /dev/sdfl, /dev/sdpl5. Refer to EBS Volumes and Device
Mappingfor more information on how best to allocate EBS volume device names.

4. Click Yes, Attach.

The volume is now attached to a SoftNAS Cloud® instance.

Detach a volume from the attached instance.
1. Select the volume to be detached from the instance.

2. From the Actions drop down list, click Detach Volume.
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W@ AWS v Services v

EC2 Dashboard Create Volume [I-S S
4

Events
Tags Q
Reports )
o =]
i Name — — Volume T|
Limits Force Detach®olume
= INSTANCES Create Snapshot gp2
Instances Change Auto-Enable 10 Setting standard
Spot Requests Add/Edit Tags standard
Reserved Instances vol-d7e71a38 5 GB gp2

WARNING - BE CAREFUL. Do not detach volumes from an active SoftNAS Cloud® instance unless the volume
will be moving to a new instance, in which case, re-attach the EBS volumes and Import to regain access to data.

The Detach Volume message box asking to confirm the dissociation of address with the specific instance will be
displayed.

Detach Volume X

Are you sure you want to detach this volume?
vol-5d9c61b2

Cancel Yes. mtach

3. Click Yes, Detach. The selected volume will be detached from the instance.

Note: Permanent data loss can occur when EBS volumes are deleted.

1. To delete a volume, select it from the Volumes page on EC2 dashboard.

B AWS v Services v

ECZ Dashboard Create Volume ISR
Events 1
Tags N
g O‘ Attach Wume
Reports
Limits Name Volume
e
=] INSTANCES Create Snapshot ,
Instances Change Auto-Enable 10 Setting o
[ ] " gp2
Spot Requests Add/Edit Tags
- o 2
Reserved Instances volateeeaa gp

2. On the Actions drop down list, select the Delete Volume option and confirm by clicking Yes, Delete.
The selected volumes will be deleted.
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EBS Volumes and Device Mapping
EBS volumes are used to provide raw storage disk devices to SoftNAS Cloud® by attaching to the SoftNAS

Cloud® instance using the AWS console. The recommended naming convention depends on the virtualization
type of device. See the table below for the AWS-recommended device mapping method.

Type of Available Strina Blocks Reserved Instance Store Recommended
Virtualization 9 for Root Volumes for EBS Volumes

/dev/sd[a-z]

/dev/sd[a-z][1-15] /dev/sd[f-p]

Paravirtual /dev/sdal /dev/sd[b-e]
/dev/hd[a-z] /dev/sd[f-p][1-6]
/dev/hd[a-z][1-15]
Jdev/sd[a-2] Differs by AMI /dev/sd[b-e]
N /dev/xvd[b-c][a-z] /dev/sdal or /dev/sd[b-y] /dev/sd[f-p]
/dev/xvda (hs1.8xlarge)

Note: Approval by AWS Support may be required to go beyond the initial 20 TB limit account default.

About EBS Volume Naming

EBS volumes are used to provide raw storage disk devices to SoftNAS. EBS volumes are attached to the
SoftNAS instance using the AWS console. The number of disks that can be attached is based on the type of
virtualization used - HVM or PV.

The key restriction of using HVM virtualization is the limit of 11 attachable EBS volumes to your SoftNAS
instance. This limit is based on the volume naming convention used by HVM instances. For HVM, AWS
supports EBS volume naming of /dev/sd[f-p]. This means that as each EBS volume is attached, it is assign a

device name of “/dev/sdf’, then “/dev/sdg”, and so on. Once the recommended name range of “f” through “p” are
used, no additional EBS volumes should be attached.

/dev/sd[f-p][1-15]

Even though a-z may appear to work, use of those device names is not supported, and AWS might be using a-g
and g-z range at some stage for something else, so for now, it's a good idea to stick with the device names from
[f-p] when attaching EBS volumes via AWS console to an HVM instance.

The primary benefit to using PV AMIs to deploy SoftNAS is the ability to attach a much higher count of EBS
volumes. This is based on the volume naming convention used by PV virtualization. While HVM only supports
limited alpha characters for volume naming, PV supports the ability to add numeric values at the end of the
volume name. For PV, AWS supports EBS volume naming of /dev/sd[f-p][1-6]. This means that up to 66 EBS
volumes can be attached to a PV instance with a total raw EBS capacity of over 1 petabyte (11*6*16TB =
1.056PB).

For example: USE: /dev/sdf1, /dev/sdf2, /dev/sdf3 ... /dev/sdp5, /dev/sdp6

Note: While it is possible to add 66 EBS volumes as stated above, AWS guidance states that support for
configurations above 40 EBS volumes is on a best effort basis.
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In the past, PV virtualization performance was much better than that of HYM. With improvements in today’s

hardware (IOMMU & SR-IOV), this is no longer the case. AWS has releasing their latest generations of c4 and

m4 instances with HVM AMI exclusive support. The ¢3 and m3 instance families do provide both PV and HVM

support, but AWS recommends using HYM AMIs across the board for best performance.

Note: If using a PV instance of SoftNAS, DO NOT USE the /dev/sdf or /dev/sdp base device hames, or you
will limit the number of EBS volumes that can be attached to a maximum of 11 disks. [F - P ] should always be
followed by a number, or you will restrict your instance's EBS add-on volumes.

This means you can assign 66 extra disks to an instance for a maximum of 154 TB of storage space.

Note: Approval from AWS Support may be required to go beyond the initial 20 TB limit that is the default for your
account.

EBS Mount SoftNAS Linux Mapping
/dev/sdal /dev/xvdel (Root Disk
- 30 GB, do not use or
partition)
/dev/sdfl ... 15 /dev/xvdjl ... xvdjl15
/dev/sdgl ... sdgl5 |/dev/xvdkl ... xvdkl5
/dev/sdhl ... 15 /dev/xvdll ... 15
/dev/sdil ... 15 / dev/xvdmi ... 15
/dev/sdj1 ... 15 /dev/xvdnl ... 15
/dev/sdkl ... 15 /dev/xvdol ... 15
/dev/sdll ... 15 /dev/xvdpl ... 15
/dev/sdml ... 15 /dev/xvdql ... 15
/dev/sdnl ... 15 /dev/xvdrl ... 15
/dev/sdol ... 15 /dev/xvdsl ... 15
/dev/sdpl ... 15 /dev/xvdtl ... 15

Amazon Elastic Block Store (Amazon EBS) provides persistent, block-level storage volumes for use with
Amazon EC2 instances in the AWS Cloud. Each Amazon EBS volume is automatically replicated within its
Availability Zone to protect from component failure, offering high availability and durability. Amazon EBS and
SoftNAS Cloud® provide access to store and retrieve any amount of data, at any time, from anywhere on the
web. It gives anyone access to the same highly scalable, reliable, secure, fast, inexpensive infrastructure that
Amazon uses to run its own global network of web sites. The service aims to maximize benefits of scale and to
pass those benefits on to customers.
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EBS Volumes

“ 1TB-16TB

us-east-1a

* %0.10/GB per month

® Attach an EBS Volume(s) to any EC2
instance in the same Availability Zone

* Create an EBS Snapshot of an EBS Volume
at any point in time

* Create an EBS Volume(s) from any EBS

Snapshot
Attach Multiple Volumes to the same EC2

Instance.

As an example: For 1 TB of usable storage with RAID Redundancy for increased performance and data
redundancy, one potential configuration could be:

* Two 1 TB EBS volumes, configured as RAID 1 mirrors

* Five 250 GB EBS volumes, configured as RAID 5 (four data, single parity)

» Seven 250 GB EBS volumes, configured as RAID 6 with a spare (four data, dual parity, one spare)

S3 Cloud Disks for Cloud Storage
Use S3 Cloud Disks to manage up to 4 petabytes of Amazon S3 cloud storage per device. For more information
on Cloud Disks, refer to the SoftNAS Cloud® Disk Overview section of this guide.

Instance Tags and Key Pairs secure data and verify ownership. Properly set up, these layers of validation protect
EC2 Instances from accidental or unauthorized users.
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Status Checks & Alarms

In order to know that instance is successfully launched, check its status.

1. Click Instances in the left panel.

All the instances related to the specific region will be displayed.

2. When SoftNAS Cloud® is fully booted and is ready for initial configuration and u

column will show a green checkmark with the message that 2/2 checks passed:

[

EC2 Dashboard
Events

Tags

Reports

Instances
Spot Requests
Reserved Instances

AMIs
Bundle Tasks

Volumes
Snapshots

Security Groups
Elastic IPs
Placement Groups

Load Balancers

Services v

m

Launch Instance Connect

Filter: All instances v

All instance types ¥

Actions ¥

Q, Search Instances

[ ] Name Instance ID ~ Instance Type Availability Zone Instance State
[ ] i-afa88d87 m1.small ap-southeast-1a D running
«
Instance: | i-af588d87 Public DNS: -
Description Status Checks Manitoring Tags
Instance ID  i-af588d87
Instance state  running
Instance type  m1.small

Private DNS

ip-10-135-42-108.ap-southeast-
1.compute.internal

Status Checks

& 2/2 checks ..

Public DNS
Public IP
Elastic IP

Availability zone

Installation and User Guide

se, the Status Checks

Help ~

andrew @ softnasdev v  Singapore v

e -]
11to 1 of 1 Instances

Alarm Status Public DNS Public IP

.
None o

_ | — R

ap-southeast-1a

»

[m

At this point, SoftNAS Cloud® instance is operational.

Set CloudWatch alarms in order to be notified automatically whenever the metric data reaches a pre-defined

level.

Create a status check alarm
1. On the EC2 Dashboard, click the Instances option in the left panel.

2. Select the instance to which to add CloudWatch alarm.

3. Navigate to the Status Checks tab.
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Launch Instance Connect Actions ¥
[ESETEEE o e 4

Filter: All instances v  All instance types v Q, Search Instances X 110 1 of 1 Instances
@ HName Instance ID <« Instance Type Availability Zone Instance State Status Checks Alarm Status Public DNS Public IP
[ ] 1-afRARART m1 emall an-couthaast 12 (A runnina #2172 chacke None .
"
Instance: | i-af588d87  Public DNS: - _ M=l
Description Status Checks Monitoring Tags
Status checks detect problems that may impair this instance from running your applications. Learn more about status checks.
Create Status Check Alarm
System Status Checks (i Instance Status Checks (i
These checks.mqnltcr the AWS systems required to use this instance and ensure These checks monitor your software and network configuration for this instance.
they are functioning properly. "
Instance reachability check passed

System reachability check passed

Additional Resources

Submit feedback if our checks do no not reflect your experience with this instance or if they do not detect the issues you are having.
Please note that we will not respond fo customer support issues reported via this form. Please post your issue on the Developer Forums or contact AWS Support if you need

technical assistance with this instance.

The Status Checks tab displays the information on the system status checks and instance status checks.

Click Create Status Check Alarm. This will prompt the Create Alarm dialog.

Create Alarm X

You can use CloudWatch alarms to be notified automatically whenever metric data reaches a level you define.

To edit an alarm, first choose whom te notify and then define when the netification should be sent.

1. Check the box behind the Send a Notification to field.

¥/ Send a notification to: | NotifyMe v | create topic

2. Click Create Topic to specify email addresses for all contacts involved. If only the admin needs to be notified,
keep the default choice NotifyMe.

¥ Send a notification to: cancel

With these recipients:

3. Check the box behind the Take the Action field to initiate the action to be taken in case of the metric reaching
a certain level. Also check the box for the type of the action to be initiated as Stop or Terminate this instance.

4. Select the condition for defining the required metric from the Whenever drop down list and then from the
description drop down list.

5. The Is field is static at the setting Failing.

6. Continue the condition for the number of executions for a period.
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¥ Take the action: '® Stop ' Terminate this instance.

Whenever: | Status Check Failed {Any) ¥

Status Check Failed (An
Status Check Failed (Instance)
Status Check Failed (System)

Is:

For at least: consecutive period(s) of[ 1 Minute ¥ |

7. Change the Name of alarm if desired.

Name of alarm: mvsecE—i—E?[lEﬂBBB—Hi h-Status-Check-Failed-Syste |

Status Check Failed (System) Count
1

M 67050339
075
05
025
0 ———
10523 10523 10i23
16:00 18:00 20:00

8. Create Alarm.

The new CloudWatch alarm will be initiated.
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Connecting to an Instance via SSH from the EC2 Console
Connecting to an EC2 instance directly via SSH is rarely necessary, however, the instructions below provide the

required information should the need arise.

1. Log on to Amazon, and select the EC2 Dashboard.

N AWS +

Amazon Web Services

Compute

EC2
Virtual Servers in the Cloud

EC2 Container Service
Run and Manage Docker Containers

Elastic Beanstalk
Run and Manage Web Apps

Lambda

Run Code in Response to Events

&~ w(a)

Storage & Content Delivery

s3
Scalable Storage in the Cloud

CloudFront
Global Content Delivery Metwork

Elastic File System PREVIEY
Fully Managed File System for EC2

Glacier
Archive Storage in the Cloud

Import/Export Snowball
Large Scale Data Transport

EeHE

Services v

Developer Tools

CodeCommit
Store Code in Private Git Repositories

CodeDeploy

Automate Code Deployments

CodeFipeline

Release Software using Continuous Delivery

hoe

IManagement Tools
CloudWatch

Menitor Resources and Applications

CloudFormation
Create and Manage Resources with Templates

CloudTrail

Track User Activity and API Usage

<& Config
-

Track Resource Inventory and Changes

OpsWorks

Automate Operations with Chef

Create and Use Standardized Products

v
‘ Service Catalog
o

Trusted Advisor

Storage

‘ Storage Gateway

Integrates On-Premises |T Envirenments with Cloud

' Optimize Performance and Security

Securitv & ldentitv

2. Navigate to EC2 Dashboard -> Instances.

Nl AWS ~

EC2 Dashboard
Events

Tags

Reports

Limits

=] INSTANCES
Spot Requests
Reserved Instances
Commands

-] IMAGES
AMIs
Bundle Tasks

Services gal
Resources q
4

You are using the Tollowing Amazon EC2 resources in the US East (N. Virginia) region:

3 Running Instances 18 Elastic IPs
99 Volumes 19 Snapshots
67 Key Pairs 0 Load Balancers

1 Placement Groups 352 Security Groups

@ Easily deploy and operate applications - use Chef recipes, manage SSH users, and more. Try Ops\Works now.

Hide

Create Instance

To start using Amazon EC2 you will want to launch a virtual server, known as an Amazon EC2 instance.

3. Select the instance that you wish to connect. Click Connect.
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cLouD’
Launch Instance @ Actions v
4
Name =  Instance ID -~ Instance Type ~ Availability Zone ~ Instance State -~ Status Checks ~ Alam
B “RKLTClient... NG m3.medium us-east-1c ) running & 2/2 checks... None

The Connect to an Instance dialog will be displayed.

Connect To Your Instance X

| would like to connect with ® A standalone SSH client
A Java SSH Client directly from my browser (Java required)

To access your instance:

1. Open an SSH client. (find out how to connect using PuTTY')

2. Locate your private key file (rkstress1.pem). The wizard automatically detects the key you used
to launch the instance.

3. Your key must not be publicly viewable for SSH to work. Use this command if needed:
chmod 488 rkstressl.pem
4. Connect to your instance using its Elastic IP:
52.5.190.199
Example:
ssh -i "rkstressi.pem” ec?-user{i52.5.198.199

Please note that in most cases the username above will be correct, however please ensure
that you read your AMI usage instructions to ensure that the AMI owner has not changed the
default AMI username.

If you need any assistance connecting to your instance, please see our connection documentation .

Note: You can connect from your web browser using either the Java SSH Client or as the standalone SSH
client. Choose an SSH client and use the following login credentials and your private key (created earlier in the
installation process and saved in your secret location).

1. Select the connection type as A Java SSH Client running directly from my browser(Java Required).
2. Enter the user name in the User Name text entry box.
3. Enter the private key path in the Private Key Path text entry box.

4. To store the key location, check the box in the Save Key Location field.
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9. Click the Launch button.

Note: You can use a user name of "ec2-user". The password-only logins via SSH are disabled for added security
in the cloud. You will only need the ec2-user name and password should it be required for any reason while
working at the command line in Linux. Be sure to change the default "root" login ID to "ec2-user" when logging
into the SoftNAS on EC2 instance.

Note: To use a standalone SSH client, first download and install the SSH client. Then click on A standalone
SSH client in the above dialog for more detailed instructions.

Some of the Windows SSH clients are given below and for more information on installing them, click the below
links.

Bitvise Tunnelier: This is a powerful SSH client with integrated SSH and SFTP for file transfers and other
features. This is recommended for power SSH users.

Putty: The ubiquitous Putty client is always a good choice for SSH users.
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SoftNAS Cloud® Configuration

Regardless of platform, the SoftNAS StorageCenter Ul remains visually consistent throughout the SoftNAS
Cloud® experience. Some of the more common tasks can be done through the SoftNAS StorageCenter Ul.

This section can be accessed once any preferred platform mentioned in this guide has been configured up to this
point. Refer to the appropriate section of this guide to ensure all steps have been followed.

Application Type Platform
Cloud-based Amazon Web Services
Cloud-based Microsoft Azure
On-Premise VMware vSphere

SoftNAS Cloud®™, SoftNAS StorageCenter™, SnapReplicate™, and SNAP HA™ are trademarks of
SoftNAS Inc.. All other trademarks referred to in this guide are owned by their respective companies.
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Accessing SoftNAS StorageCenter

Follow the instructions to set up and configure SoftNAS StorageCenter for the chosen environment. Each
configuration will supply an IP address that is used to access the StorageCenter Ul.

* For Amazon Web Services EC2, see Accessing SoftNAS Cloud® for EC2.

* For VMware vSphere, use the IP address configured as per the instructions in Configuring the Network Using
SoftNAS Console.

* For Azure, you will use an IP address assigned during instance creation, or modified in Network Interfaces. To
view or manage the IP address used to connect to your SoftNAS Cloud on Azure instance, see Microsoft Azure:
Managing Network Settings.

Generally, a privacy error warning due to a self-signed SSH certificate will pop up. Bypass this for now, and
update this certificate at the earliest convenience.

Upon the first access of StorageCenter administration interface, a prompt will require login with administrator
credentials, as shown below. The default username is softnas, and the default passwords for each platform are
listed below.

Changing Default Passwords

SoftNAS Cloud® Default Password
Platform
Amazon Web Services |[Instance Name]
EC2
Microsoft Azure [Set via SSH]
VMware vSphere* Pass4WO0rd

* Note the zero in Pass4WO0rd.

To prevent brute force entry, after 5 unsuccessful attempts to log in, Recaptcha will prompt the user to perform an
additional action in order to continue attempting new passwords.

STORAGECENTER™

Log in to SoftNAS StorageCenter™

I'm not a robot
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To log out, click on the Log Out icon in the main menu.

2} SnapReplicate ™
#-{5p Settings
(] Documentation
el Log out

After a default 15 minutes of inactivity, StorageCenter will automatically log out of idle sessions. After a session
timeout, the web browser will provide a hyperlink with which to log back in.

Click on the link to return to the login screen and continue with the StorageCenter login process.

The StorageCenter Timeout setting can be changed on the General Settings tab in the Administrative section
under Settings.

Storage Administration 4 ¥ Welcome # Administrator
=Y
MDashhnard
+ | Storage

General Settings Monitoring Supporkt Logs

SMTP Settings

7+ SnapReplicake™ HA

Adrniniskrak
- el SMTP Part:

it Schedules
L Change Password Authentication: [

H <5 Identity and Access Control Autheriitication

E Firevaall
ﬁ Licensing

G4 Metwork Settings
iy General System Setkings
-@- Swskem Services
@ Syskerm Time Session timeout
40 software Updates

&; Uer i t Tirmeout (mins ) 45
SEF SQCCoUncs
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Getting Started Checklist

When SoftNAS StorageCenter is first started, the Getting Started Checklist will be displayed. This helper
provides a set of step-by-step, on-screen instructions designed to make initial configuration, setup and use of
SoftNAS Cloud® faster and easier for first-time users.

Access this option from the SoftNAS Cloud® Documentation section. Simply follow the steps given below.

1. Log on to SoftNAS StorageCenter. Be sure to enter your password correctly, as 5 unsuccessful attempts will
prompt ReCaptcha to protect your account.

2. In the Left Navigation Pane, select the Getting Started option under the Documentation section.

The Getting Started panel will be displayed.

Storage Administration 4 +¥ Welcome == Getting Started
=&
MDashboard - S o f t N A S
= = Storage #1 Best-Selling NAS in the Cloud

[% volumes and LUNs

& Storage Pools This checklist provides a quide far how to configure SoftMAS for initial use. Click

23 CIFS Shares on each item below for instructions, then check off completed items.
MFS Exports
o= Expar Getting Started Chechdist
(=) Disk Devices
[=)i5CSI LUM Targets Hint: Fist click on 2 step below to begin [T 6. Partition Storage Devices
(=) 15CST SAN Initiators [T] 1. confiqure Network Settings and Hostname
! a ' a [[] 7. Create Storage Poal
5 File System [T 2. set Administrator Passwords -
2 SnapReplicate™ HA 8. Create Volumes and LUNs
¥ Snaprepicals [T 3. Apply Software Updates
(3 {a Settings ' y ;
e [ 4. Activate License Key [] 9. Share Vaolumes (NFS, CIFS, iSCSI)
@ schedules [ 5. Add Storage Devices [C] 10. Next steps

Lay Change Password
@ Identity and Access Control
g Firewall
ﬁ Licensing
=h‘4 MNetwork Settings
iy General System Settings
-@- System Services
@ System Time
@ Software Updates 0
5; User Accounts hd
(23 Documentation
@ Oniline Forum Help
== Getting Started Show this screen on startup
@ Installation Guide (HTML)
Eﬁ Installation Guide (PDF)
@ User Reference Guide {(HTML)
“ﬁ User Reference Guide (PDF)

Log out

The Getting Started Checklist has various introductory steps for initial configuration needs.

3. Click the step to be configured.

Note: It is best to follow the same order of steps as mentioned in the checkilist.

4. Refer and follow the instructions specified in the Instruction Box for completing the selected step.

5. Click Help o for more information and detailed instructions on how to configure the item in the selected step.
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6. Click Configure Now to launch the configuration settings window for the step.

7. When the configuration task for the selected step is completed, click the checkbox in front of that step.

The step will be marked off the list to show that it is completed.

Getting Started Checklist
Hint Firstclick on a step below 1o begin

V| 1-ConfigureMetworkSellingsand-Hostrame
2. Set Administrator Passwords

8. Repeat the above procedure for all tasks of each configuration step.

9. When all the initial configuration steps are completed, un-check the box in the Show this screen on
startup field below the configuration area. This setting may also be accessed via SoftNAS StorageCenter >
Administrator > Other Settings > Show/Hide

10. Set the Notification/Administrator Email. To set your administrator email, follow the instructions found in
Changing Monitoring Notification Frequency.

IMPORTANT: An administrator email must be set in order to monitor the health of SoftNAS instances/virtual
machines. Critical alerts will be sent to this email address, such as:

* Disk Full

* Resource Overload

« other significant errors and issues

11. Remember to click Save settings to commit revisions.

12. Close the Getting Started panel.
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Changing Default Passwords

To see the default passwords shipped with SoftNAS Cloud®, consult the Default Passwords Table in the
Accessing SoftNAS StorageCenter section of this guide.

Security best practices encourage changing these passwords to unique, secure passwords in order to increase
the security of important data managed by SoftNAS Cloud®.

To change the login password:
1. Log on to SoftNAS StorageCenter.
2. In the Storage Administration Pane (on the left), select the Change Password option under Settings.

The Change Password panel will be displayed.

SoftNAS @ 5 ® i
b A A1 Tt STORAGECENTER® SoftNAS Cloud®, version 3.4.1 | Product Registration - unregistered product | | Feature Request
Copyright © 2012-2015 SoftNAS, LLC. All Rights Reserved. host SoftNAS
Storage Administration 4« Lay Change Password
= Module Confi
odule Confi
1/ Dashboard g Change Passwords
== Storage e sword
Vol s and LUNs
@ volumes an 2 softnas system root
& storage Pools = 1 g |
4 CIFS Shares n aemen adm P
JFS Bxports sync shutdown halt mail
3 AFP Volumes uucp operator games gopher
(=) Disk Devices ftp nobody dbus usbmuxd
(=) 1SCSI LUN Targets rpc avahi-autoipd pegasus cimsrvr
(== 1SCSI 5AN Initiators vesa kit abrt apache
=] UltraFast St Accelerat ) . o r
=] utrara Dr_age ceelerator saslauth postfix qpidd ricci
% SnapReplicate™ [ SNAP HA
r . ntp mysql memcached
=) & Settings Cl c F
ick Change Password .
P¥ A dministrator d v avahi pulse gdm
Schedules tomeat webalizer sshd dovecot
Lay Change Passwiord dovenull tepdump oprofile softnas
i 43 Identity and Access Control system Idap nscd nsled
B rirevall rpcuser nfsnobody
ﬁ Licensing

3. Select the user whose password is to be changed.

The Changing Unix User Password section will be displayed.

Module Index

StorageCenter®
Changing Unix user password

Changing password for root (root)

New password |...eeesess

Change Password

New password (20ain) |sesseesess

Force user to change password at next login?

#| Change password in other modules?

& Retumn to user list

.< Click Change. l

4. Enter the new password in the New Password text entry box.
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5. Confirm the password by re-entering it in the New Password (Again) text entry box.

6. Check "Force User to change password at next login?" to force the user to change the password when he
logs on to the system next time. This allows an admin to provide a user a temporary password if he/she has login
issues.

7. Check "Change password in other modules?" to enforce the change of password in other modules also.

8. Click Change.

The password of the selected user will now be changed and he/she can now log on to the system with the new
password.
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Updating to the Latest Version

After installing SoftNAS Cloud®, it is recommended to perform a software update to ensure the latest version.
1. Log on to SoftNAS StorageCenter.
2. Click the Software Updates option under the Settings section in the Left Navigation Pane.

The Software Updates panel will be displayed.

Storage Administration # <F Welcome == Getting Started 4@1 Software Updates
==

Software Update Administration
M Dashboard

# =1 Storage Version Information
+ snapReplicate™ [/ SHAP HA ) ]
_ Update Status: You are running the latest version
=45 Settings lled
Current Version Installed: 3.2.1
P8 Administrator .
@B schedulg General settings for the SoftMAS admin ion Available: 3.2.1
La, Change Password
= /7y Identity and Access Control Apply Update Now
ﬁ Firewall
ﬁ Licensing Up-date Details

=-4 Metwork Settings

i General System Settings
-@- System Services

@ System Time

@ Software Updates

&; User Accounts

3. If the existing version is not the latest version, click Apply Update Now.

The Confirm message box recommends backing up and creating a VM Snapshot of the current SoftNAS
Cloud® installation image.

Confirm s

€ , The software update process will tzke SoftNAS offline temporarily, causing network storage to be
““‘J‘j interrupted and unavailable during the update.

Plezse ensure you have stopped or gquiesced WM or other workloads and perform this update
during a scheduled maintenance window.

It is also recommended to have a2 backup and/or WM snapshot of the current SoftMAS installztion
image before applying the update.

Are you sure you want to proceed and apply the software updates now?

Mo

4. Confirm that all prerequisite steps have been satisfied. Click Yes.

The Update Underway message box describing the progress of the update process will be displayed.
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Update Underway *

The SoftMAS update process is now underway.
Please wait...

5. Click OK.

The Completed message box reporting the successful completion of the update process will be displayed.

Completed ®

Software update completed successfuly.

6. Click OK.

The software update will be performed. Upon clicking OK, your browser will automatically refresh, and reload the
application.

Your update is complete.
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Activating SoftNAS Cloud® License

SoftNAS Cloud® for VMware vSphere requires a license purchased from softnas.com. SoftNAS Cloud® for
Amazon Web Services and Microsoft Azure are licensed through subscription plans and do not require further
activation.

SoftNAS Cloud® is available as a SoftNAS Cloud® Free Trial with the potential for up to 20 TB of storage.
To gain access to additional storage capacity and features and personalize a SoftNAS Cloud® product after
installation, be sure to activate SoftNAS Cloud® using the license key found in the administrator's customer
control panel. Available versions include SoftNAS Cloud® Express, and SoftNAS Cloud® Standard.

To activate a SoftNAS Cloud® product :

1. Collect the credentials via reference email received after signing up with SoftNAS. Alternatively, log in to the
SoftNAS Customer Portal and find a pre-assigned license key there.

2. Log in to SoftNAS StorageCenter.

3. From the Getting Started Helper tab, click step 4: Activate License Key and click Configure Now.
Alternatively, simply click on the Licensing category in the Storage Administration Menu.

License YWarning #

WARMING: SoftkAS is currently configured with a dynamic IP address assigned by DHCP. License
activation locks your license to an IP address, so it is highly-recormmended to first assign a STATIC IP
address, then activate the license on the IP address you plan to use for MAS clients,

84

A License Warning will pop up, encouraging a Static IP for the network. This may be completed as is convenient.

4. Refer to the email received after initial login and download with the License Key and License Owner
credentials. Enter these values into the appropriate fields.

Note: Copy/Pasting the string from one medium to another is the best way to avoid data entry errors.
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* Internet Explorer Extended Security Configuration (ESC) must be disabled before activating if applicable.
ESC interferes with normal Javascript operation and is not supported. If ESC is enabled, activation will not
operate correctly, so be sure to verify it is disabled.

» To move a SoftNAS Cloud® license to a different machine. please contact our support team. We will help with
deactivating an old license and activating it on a new machine.

If using SnapReplicate between two SoftNAS Cloud® nodes, then a unique license key must be purchased for
each node. In the Storage Administration pane, expand Settings to find Licensing.

<¥ Welcome &@ Licensing

License Administration

Current License License Limits
Registered License Owner: Unregistered, Built-in License Licensed Storage 100 GB
Capacity Maximum:
Product Type: SoftMAS Cloud™ Actual Storage: 0GB
License Type: Subscription Maintenance: No maintenance expiration

Add [ Modify License
Current License Status: Valid License

Current License Key: Built-in License

Enter New License Key:

Registered License Owner:

@ Online Activation Mznual Activation
. . Activate Mew License
Register account or retrieve lost password ( i )

Use Built-in License

Click here to get 2 license key or uparade 2 license

Hardware 1D: 172.16.0.44 (used to uniguely identify this SoftNAS® instance)
Capacity Usage Licensing

Hosted License Server ID: Local License Server DNS: -

5. Click Activate New License.
The license is activated.

Note: The license activation associates a SoftNAS Cloud® license to the IP address (VMware vSphere) or EC2
instance (Amazon EC2).

This IP address (or EC2 instance ID) is fixed and will not change during normal production operation.

In cases where SoftNAS Cloud® does not have outbound Internet access (for security or other reasons), the
license must be activated manually.

Note: For manual activation, please contact SoftNAS Support and we will provide a unique Activation Code
that can be entered to manually activate SoftNAS Cloud®.

Once per month or year, depending on SoftNAS Cloud® subscription period, SoftNAS Cloud® will
automatically contact the SoftNAS Cloud® license activation server to verify the renewal of a subscription. If it
was renewed successfully, the new license key will be automatically downloaded and activated.
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Note: Please ensure that SoftNAS Cloud® has outbound Internet access for auto renewal to take place.

In the event SoftNAS Cloud® is running In a production environment and its license expires, it will enter

the grace period. During this grace period, all functions continue to be available, and each login to access

the StorageCenter Ul will prompt a license expiration warning notice reminder (e.g., SoftNAS Cloud® not
connected to Internet, credit card on file failed or expired, etc.). An email notification will have already been sent
to the administrator about renewal at this point.

Note: The grace period defaults to one week (7 days) for all monthly and annual licenses for SoftNAS Cloud®,
providing ample time to resolve any license renewal issues. If there is a billing error, once that is corrected, the
system will automatically download and install the renewed license key. In environments operating SoftNAS
Cloud® without an Internet connection, it is recommended to use the annual subscription method, so it is only
necessary to enter a license key once a year (or license SoftNAS Cloud® for multiple years if preferred).
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SoftNAS Cloud® S3 Disk Overview

About SoftNAS Cloud® S3 Disks
SoftNAS Cloud® Disks are storage devices created from local storage devices or Amazon S3 Cloud Disks.

Amazon S3 Cloud Disks

Amazon S3 is storage for the Internet, specifically designed to make web-scale computing easier. Amazon

S3 and SoftNAS S3 Cloud Disks provide access to store and retrieve any amount of data, at any time, from
anywhere on the web. It gives anyone access to the same highly scalable, reliable, secure, fast, inexpensive
infrastructure that Amazon uses to run its own global network of web sites. The service aims to maximize benefits
of scale and to pass those benefits on to customers.

As shown below, SoftNAS S3 Cloud Disks are block devices created from Amazon S3 storage.

Adding Cloud Disk Extenders

SoftNAS S3 Cloud Disks™

Secure, unlimited cloud data from anywhere

Any Network or VPC
~ SOFTNAS-1 US_EAST 1A

SoftNAS Controller /5_\

;
5

Cloud Disk
\ Unlimited 4PB S3 Cloud Disksé

Access from anywhere...
AWS, VMware, Windows Hyper-V

Each S3 Cloud Disk device can store up to 4 petabytes (PB) of data. An unlimited number of S3 Cloud Disks are
supported. Each S3 Cloud Disk is thin-provisioned, so storage space is only consumed when data is actually
written to the device and actually used.
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S3 Cloud Disks are attached to SoftNAS Cloud® Storage Pools and provide unlimited cloud storage. Each cloud
disk is encrypted and authenticated to provide added security.

S3 Cloud Disks can be created and accessed on-premise from VMware ESXi systems, as well as within the
Amazon EC2 cloud environment.

Cloud disks benefit from SoftNAS Cloud® features, including RAM caching, SSD caching, compression,
deduplication, scheduled snapshots and read/write clones. This means the best balance of performance and
NAS features combined with the off-site data storage redundancy of S3.

Amazon S3 storage subscription costs are industry-competitive, and the EC2 offerings integrate smoothly with
SoftNAS Cloud® solutions. Consult Amazon S3 product information for latest details and pricing.

S3 Cloud Disks can also be copied for long-term archive storage into AWS Glacier (functionality that is built into
the AWS console).

It is strongly recommended that users review S3 Cloud Disk Best Practices prior to creating their instances.

Creating Storage Pools

Configuring Volumes

Sharing Volumes over a Network
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Adding Cloud Disk Extenders

Amazon S3 is storage for the Internet, specifically designed to make web-scale computing easier. Amazon

S3 and SoftNAS S3 Cloud Disks provide access to store and retrieve any amount of data, at any time, from
anywhere on the web. Other vendors also provide S3 based storage solutions, including Cloudian, Dunkel,
Century Link, and many others. SoftNAS supports integration of these cloud disk extenders, and other vendors
based on the same technology. Guidance on adding S3 based cloud disks to SoftNAS is provided below,
including best effort support for vendors not yet added to our wizard.

Note: For Amazon AWS S3 Users only, SoftNAS recommends the use of VPC Endpoints. For more information
on VPC Endpoints, see S3 Cloud Disk Best Practices.

1. Launch SoftNAS StorageCenter and choose Disk Devices from the main menu

Storage Administration £
= &=
M Dashboard
(= =4 Storage
|'_1 Wolumes and LUMs
2 storage Pools
32 CIFS Shares
o, MF5 Exports
(=) Disk Devices
|=JiSCSI LUN Targets
|==15CSI SAN Initiators
File System
2 SnapReplicate™
{5y Settings
@ [ Documentation

ﬂ Log out

The Disk Devices panel appears.

2. From Disk Devices, choose Add Device

< Welcome == Getting Started (=) Disk Devices

Available Devices

& Partition Al s Create Partition $§ Remove Partition F Unmount ﬁf‘;‘ Refresh & AddDevice | 3 Delete Device

Device Total size Make and model Device Usage Extra Disk Info

3. From Add Device screen, choose the desired S3 provider you wish to connect to from the dropdown, and click
Next to continue.
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| Add Device ® 0

& . Add Disk Device

Choose the type of disk device you would like to add,
then press the Next button to continue.

@ Cloud Disk Extender: Amazon Web Services 53 ~

Amazon Web Services 53
Cloudian Cloud Storage @
Dunkel Cloud Storage
Century Link Object Storage
NetApp StorageGRID Object Storage
Hitachi HDS

" Self Configured

Cancel

The following section illustrates how to connect to your Amazon S3 Cloud Extender Disk. The settings presented,
however, (RAM, Bucket

Basename, block cache file, etc.) apply equally to the other cloud disk extenders available for selection.

If adding your S3 Cloud Disk through Amazon, the following wizard pop-up will appear, allowing you to connect
by entering credentials, associating a region and a bucket, as well as configuring disk size and encryption.

Add Amazon 53 Cloud Disk Extender b4

amazZon
web services™

- S3 Simple Storage Service
LR S S3 Cloud Disk Extender”

1. Enter your AWS account credentials

AWS Access Key ID: L L T I L T Ty T T

Secret Access Key: L T T T ]

2. Select an Amazon 53 bucket (or create a new bucket) for this disk to use as cloud storage
Region: AWS/Default, U.S. Standard w

Bucket Bzsename: eric Enter base name to automatically
generate bucket names

53 Bucket: eric-97954-53disk-1

3. Choose Cloud Disk Options

Maximum Disk Size: 500 & |GB || [thin-provisioned)

o

] Encrypted disk

Cancel Create 53 Cloud Disk
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Note: The settings below apply equally to all cloud disk extenders listed in the sections following. If using another
cloud disk extender, please follow the guidance provided by said vendor.

RAM
At least 1 GB of RAM is required to support S3 disks.

Bucket Basename
This name is used to automatically generate unique S3 bucket names to host the S3 Cloud Disk. Enter any
unique bucket name comprised of all lower-case letters or an automatically generated name.

Region
Use the pull-down menu to choose a regional data center where the S3 Cloud Disk and its corresponding S3
bucket will be created and maintained.

Region: WS/ Oregon B
AWS/Default, 1U.5. Standard
Bucket Basename:
AVWS/Cregon
53 Bucket: n‘"u‘v.'a"SI-'ll'vl. California
AWS/Sydney
AWS/ Treland
3. Cheose Cloud Digk Opt AWS/Singapare
o Dk & AWS/ Tokyo
Maximum Disk Size:
AWS/Sao Paulo

For more information on this topic, consult:

Amazon Regions and Availability Zones

Next, choose cloud disk options:

Maximum Disk Size

This value can be between 1 GB and 4095 TB (4 petabytes). This is the maximum cloud disk size for the device.
As cloud disks are thin provisioned, there are no Amazon S3 storage costs until data is actually stored in a
SoftNAS Cloud® storage pool and volume.

When choosing a Maximum Disk Size, please keep in mind that a SoftNAS Cloud® license will be required for
the maximum amount of storage planned for use. VMs will consume approximately 30GB of disk space.

Encrypted disk

Check this option and provide a Disk Password to encrypt the contents of the S3 cloud disk. This will ensure its
contents cannot be accessed, except via this S3 Cloud Disk.

Press Create S3 Cloud Disk.

The S3 Cloud Disk is created, automatically partitioned, and ready for use.
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|=) Disk Devices

& Partition All & Create Partition 3§ Remove Partition &3 Refresh

Available Devices
Device

fdev/=3-12
fdev/=3-20
[devfs3-21
[devfs3-22

CLOuUD’

Total size
500.0GE
500.0GE
500.0GB
500.0GB

Make and model

SoftNAS, Amazon Cloud Disk (file)
SoftMAS, Amazon Cloud Disk (file)
SoftMAS, Amazon Cloud Disk (file)
SoftMAS, Amazon Cloud Disk (file)

& Add Device

Device Usage

Available to assign
Available to assign
Available to assign

Available to assign

3 Delete Device

Installation and User Guide

Extra Disk Info

53 bucket: asydneyone-54061-s3disk-19, in 'U.5. Standard' region
53 bucket: adisk-25323-s3disk-20, in 'sydney' region

53 bucket: adisk-50963-s3disk-21, in ‘ireland’ region

53 bucket: adisk-70213-s3disk-22, in 'tokyo' region

Note: The Extra Disk Info column shows the S3 bucket name and region where the bucket is located.

The next step is to Create a Storage Pool which uses the already-partitioned S3 cloud disk.

As with Amazon S3 disks, it is a simple matter of going into Disk Devices, and selecting Add Device to start the

process.

In the Add Device popup, simply select Cloudian Cloud Storage from the dropdown.

Click Next.

The Cloudian Disk Extender Wizard will open. The settings are very similar to Amazon S3, enter the access
key ID and access key, select your endpoint (Cloudian equivalent to Region), Bucket, etc, based on the above
Amazon S3 guidance.
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Add Cloudian Cloud Disk Extender *

%l%( CLOUDIAN

1. Enter your account credentials

Access Key ID: |J

Secret Access Key:

2. Select a bucket {or create a new bucket) for this disk to use as doud storage

Endpoint:

Bucket Basename: undefined Enter base name to automatically
generate bucket names

Bucket: undefined-35846-s3 disk-1

3. Choose Cloud Disk Options

Maximum Disk Size: |500 $ GB |v | (thin-provisioned)
[ Encrypted disk
Cancel Create Cloud Disk

Click Create Cloud Disk once settings have been configured.

As with Amazon S3 disks, it is a simple matter of going into Disk Devices, and selecting Add Device to start the
process.

In the Add Device popup, simply select Century Link Object Storage from the dropdown.
Click Next.
The Century Link Disk Extender Wizard will open. The settings are very similar to Amazon S3, enter the

access key ID and access key, select your endpoint (Century Link equivalent to Region), Bucket, etc, based on
the above Amazon S3 guidance.
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Add Century Link Cloud Disk Extender *

W
% % - IF CenturyLink™
PRSI

1. Enter your account credentials

Access Key ID: |]

Secret Access Key:

2, Select a bucket (or create a new bucket) for this disk to use as doud storage

Endpoint:

Bucket Basename: undefined Enter base name to automatically
generate bucket names

Bucket: undefined-77350-s3disk-1

3. Choose Cloud Disk Options

Maximum Disk Size: | 500 & |GB |w | (thin-provisioned)

o

[] Encrypted disk

Cancel Create Cloud Disk

Click Create Cloud Disk once settings have been configured.

As with Amazon S3 disks, it is a simple matter of going into Disk Devices, and selecting Add Device to start the
process.

In the Add Device popup, simply select NetApp StorageGRID Object Storage from the dropdown.
Click Next.
The NetAPP StorageGRID Disk Extender Wizard will open. The settings are very similar to Amazon S3, enter

the access key ID and access key, select your endpoint (NetAPP equivalent to Region), Bucket, etc, based on
the above Amazon S3 guidance.
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Add NetApp Cloud Disk Extender *

¢ . NetApp

1. Enter your account credentials

Access Key ID: |J

Secret Access Key:

2. Select a bucket (or create a new bucket) for this disk to use as cloud storage

Endpoint:

Bucket Basename: undefined Enter base name to automatically
generate bucket names

Bucket: undefined-46390-s3disk-1

3. Choose Cloud Disk QOptions

Maximum Disk Size: |500 C GB |v | (thin-provisioned)
[ Encrypted disk
Cancel Create Cloud Disk

Click Create Cloud Disk once settings have been configured.

As with Amazon S3 disks, it is a simple matter of going into Disk Devices, and selecting Add Device to start the
process.

In the Add Device popup, simply select Hitachi HDS from the dropdown.
Click Next.
The Hitachi HDS Disk Extender Wizard will open. The settings are very similar to Amazon S3, enter the access

key ID and access key, select your endpoint (Cloudian equivalent to Region), Bucket, etc, based on the above
Amazon S3 guidance.
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Add Hitachi HDS Cloud Disk Extender *

{ % @®Hitachi Data Systems

1. Enter your account credentials

Access Key ID: “

Secret Access Key:

2. Select & bucket (or create a new bucket) for this disk to use as cloud storage

Endpoint:

Bucket Basenzme: undefined Enter base name to automatically
generzte bucket names

Bucket: undefined-04519-53disk-1

3. Choose Cloud Disk Options
Maximum Disk Size: | 500 3 GB |» | [thin-provisioned)

] Encrypted disk

Cancel Create Cloud Disk

Click Create Cloud Disk once settings have been configured.

There are numerous S3 compatible cloud storage vendors, each with similar functionality. To allow adding of
disks from any vendors we have not yet added to our wizard, you can use the self-configured disk extender to
connect to their storage. As with the other options, simply select Self Configured.

Click Next.

The Self-Configured Cloud Disk Extender Wizard will open. This wizard should work for any vendor with
S3 compatible storage. As with Amazon S3, you need to add the Access Key ID and Access Key. Select
the Endpoint according to the guidance found on the vendor site. The same with the remaining settings. S3
compatible storage typically use a fairly standard list of settings.
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Add self Configured Cloud Disk Extender

— 1. Enter your account credentials

Access Key ID: |J |

Secret Access Key: | ‘

— 2. Select a bucket (or create a new bucket) for this disk to use as doud storage

Endpoint: |

Bucket Basename: |undefined Enter base name to automatically
generate bucket names

Bucket: | undefined-87128-s3disk-1

— 3. Choose Cloud Disk Options

Maximum Disk Size: |5[J[J |$| |GB |V| (thin-provisioned)

Encrypted disk

Cancel Create Cloud Disk

Installation and User Guide

Once you have configured the disk, simply click Create Cloud Disk, and your disk should be added.
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Importing S3 Disks

Amazon S3 buckets have long been leveraged by SoftNAS to provide affordable and easy to manage storage.
These buckets of data are resilient, and can survive the failure of a hosting service, such as SoftNAS. Should
your existing instance be compromised, SoftNAS makes it easy to recover your S3 bucket by allowing you to
retrieve it by importing it to a new instance. This solution limits downtime, and allows you to recover mission
critical data quickly and easily.

1. To access SoftNAS' import S3 functionality, first create a new SoftNAS VM to serve as host to the imported
data.

2. Record the name, bucket information etc, from your previous SoftNAS (or other) instance. If your previous
instance cannot be opened, this can be retrieved from the AWS console, under S3.

W@ AWS v  Services v Edit v

Amazon Web Services

Compute
"“ EC2

Virtual Servers in the Cloud

I EC2 Container Service
‘ * Run and Manage Docker Containers

p Elastic Beanstalk
Run and Manage Web Apps

||B Lambda

Run Code in Response to Events

Storage & Content Delivery

S3
Scalable Storage in the Cloud

o CloudFront

"9® CGiobal Content Delivery Network
2, Elastic File System "REVIE
g® Fully Managed File System for EC2

Glacier
Archive Storage in the Cloud

s Import/Export Snowball
Large Scale Data Transport

. Storage Gateway
Integrates On-Premises IT Envirenments with Cloud
Storage

3. Login to the SoftNAS instance, using the default credentials (unless you have already changed them).

4. Once logged in, go to the Storage Administration pane and select Disk Devices.

Storage Administration <

=
MDashhuard
= =] Storage
["i Volumes and LUNs
& storage Pools
73 CIFS Shares
o MF5 Exports
AFP Volumes
|=| Disk Devices
(== iSCSI LUN Targets
(=) i5C5I SAN Initiators
=] UltraFast Storage Accelerator
2 SnapReplicate™ [ SNAP HA
i Settings
@ ] Documentation

ﬂLug out

5. Once in Disk Devices, select Import Disk. Click Next on opening frame of the Import Disk Device wizard.
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Available Devices

& Partition All 4 Create Partition $§ Remove Partition F ;';: Refresh
Device Total size Make and model

[devfs3-0 50.0 GB SoftNAS, Amazon Cloud Disk (file)
Jdevfs3-1 50.0 GB softias, Import Disk Device
[dev/sdb 100.0 GB VMware |

Jdevsdc 50.0 GB VMware |

Device Usage

Available to assign

é Import Disk Device
R ST

Choose the type of disk device to import:

@ Cloud Disk Extender:

Cancel

Amazon Web Services S3

Installation and User Guide

v Add Device 3 Delete Device

Extra Disk Info
53 bucket: undefined-92133-s3disk-0, in "U.5. Standard’ region
X ptest-62737-s3disk-1, in "U.5. Standard’ region

6. Here you can retrieve your S3 bucket by providing the required information.

a. AWS Access and Secret key

b. Device Name - once AWS credentials have been entered, the device names available to that account

will be listed. Select the desired device.

c. Bucket Name
d. Region
e. NFS/CIFS if applicable.

53 Cloud Disk Import

AWS Access Key ID:

“amazon
webservices™

83 Simple Storage Service

-“é S3 Clﬁud Disk‘Exténder'”e

AWS Secret Key: srENENERERERERS LTI YT

Device name: 53- m:

Bucket name: ov
Size: 500 2 6B |

Region: AWS/Default, U.S. Standard o W

[ NFs/CIFS shao
Additional data

[] Block Cache File

] Encrypted

Cancel

7. Click Import when done.
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Storage Pools Overview

In case of Amazon EC2, EBS Volumes may be added as data disks to the SoftNAS Cloud® instance and in
case of VMware vSphere, data disks may be added to the SoftNAS Cloud® VM. All applicable disks have been
partitioned by this point, so it is time to set up a storage pool.

Storage pools are used to aggregate disk storage into a large pool of storage that can be conveniently allocated
and shared by volumes.

In the following example, there are two storage pools designed for Amazon EC2 based SoftNAS Cloud®
instance. The Storage Pool 1 is a high-performance pool with SAS disks arranged in a RAID configuration. The
Storage Pool 2 is a high-capacity pool with SATA disks arranged in a RAID configuration. Design any kind of
storage pool or RAID configuration to best fit the local environment. But these two are the most recommended
type of storage pools.

The EBS volumes can be conveniently backed up to Amazon S3 redundant storage using EBS Volume
Snapshot functionality, which is built into Amazon Web Services.

Storage Pool 1 Storage Pool 2

88 88
% % ,f\ EBS Volume Snap

es\y,
898
amazon

EBS Volumes webservices™ EBS Volumes

([ (@@ (@@

LL
@@

83 Simple Storage Service

In the following example, there are two storage pools designed for VMware vSphere based SoftNAS Cloud®
VM. The Storage Pool 1 is a high-performance pool with SAS disks arranged in a RAID configuration. It is
supplemented with two SSD devices - one for read cache and other for write log SSD. The Storage Pool 2 is

a high-capacity pool with SATA disks arranged in a RAID configuration.lt is also supplemented with two SSDs.
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Design any kind of storage pool or RAID configuration desired, but these two are the most recommended type

of storage pools.

The SSDs are optional, but they provide an enormous boost in read/write performance and have the ability to
absorb spikes in I/0 (each SSD can handle 20K to 40K IOPS).

Storage Pool 1 Storage Pool 2

@

0
0

)
)

W

|

S50

(LD (LD (L

@A@

MM
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Partitioning Disks
1. Log on to SoftNAS StorageCenter.
2. In the Left Navigation Pane, select the Disk Devices option under the Storage section.

The Disk Devices panel will be displayed.

Storage Administration « 3‘, Storage Pools (=) Disk Devices
=F ] . .
Available Devices
1~/ Dashboard
5759 Storage & Partition All & Create Partition $§ Remove Partition i, Unmount ¢ Refresh | & Add Device (fly Import $§ Delete Device
{3 volumes and LUNs Device Total size Make and model Device Lisage Extra Disk Info
& storage Pools Jdevfsdb 16.0GB VMware Virtual disk Available to assign

4 CIFS Shares

o NFS Exports

(=] Disk Devices
LUN Targets

SAN Initiators
2 SnapReplicate™ [ SNAP HA
=4 Settings
B administrator
@ schedules
sy Change Password
(&3 Identity and Access Control
, idmapd dasmon
=] LDAP Server
=] LDAP Client
L'?l Kerberos
B Firevall
ﬁ Licensing
M Network Settings
A General System Settings
&

0 System Time

jstem Services

Disk devices must be partitioned prior to use. The available devices are listed in the Available Devices grid,
as shown above.

Device Usage - indicates the current status of the device, which can be:
» Device needs partition - the initial state for a new device that has no partition
* Available to assign - the device is partitioned and ready for use in a storage pool
* Used in pool <poolname> - the device is in use by the indicated storage pool name
Use the buttons on the toolbar to partition the devices for initial use.
Use Partition All to partition all disk devices.
& Partition All

Select each disk device, then use Create Partition to partition a device individually.

Remove Partition can be used to remove an existing partition that is no longer needed.
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Create a Storage Pool

Before implementing the instructions in this section, ensure several EBS volumes have already been created for
a AWS SoftNAS Cloud® instance OR several VHDs for VMware vSphere based SoftNAS Cloud® VM.

These EBS volumes or VHDs provide the underlying storage for SoftNAS Cloud® storage pools. Whenever a
volume or VHD is added, it begins as a raw disk which means that the disk has no partitions.

Note: Before disk devices can be assigned to a storage pool, the disks must be partitioned.

1. Click the Storage Pools option under the Storage section in the Storage Administration Panel (on the left).

Storage Administration <«
H &=
M Dashboard
3 ==J Storage

m Volumes and LUNs

<_ & storage Pools )
32 CIFS Shares
. NF5 Exports

23 | AFP Volumes

(=) Disk Devices

(=) i5CSI LUN Targets

(=) iSCSI SAN Initiators

=] UltraFast Storage Accelerator

2+ SnapReplicate™ [ SNAP HA

LGy Settings
@[] Decumentation

%] Log out

2.The Storage Pools panel will be displayed with the list of all the existing storage pools that are already
allocated. To create a new storage pool, click Create.

& storage Pools

Pools
':;5 Expand ﬁ Import $& Delete % Read Cache =@ Write Log a:- Het Spare Q'_’;‘ Refresh
Storage Pool Status % Usad Fres Space

The Create New Storage Pool dialog will be displayed.

3. Enter the name for the storage pool to be created in the Pool Name text entry box.
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Create a New Storage Pool *

Choose pool name, disks and storage options, then press Create button.

1, Choose a Pool Name
Pool Name: LUKSPool1
2. Assign disks and redundancy level of the storage pool
RAID Level: |No RAID, JBOD (use with hardware RAID) b
Choose disks for this storage pool:
Disk Device Disk Availability Available Size
fdevf=db Available for Use 100.0G
V| [fdev/sdc Available for Use 50.0G

Instructions: | Choose a RAID Level, then select a cormesponding number of disks
for the storage pool.

3. Choose Pool Options

Forced Creation (owerwrites any older pools on disks you select)

W] LUKS Encryption Type: | Password v
LUKS Password: | sesses Retyy Password
KMIP
Sync Mode: standard v
Sharad Storage (poaol is accessed by mare than one host)
Create Cancel

Some example storage pool naming schemes might include:
* Generic naming: naspool1, naspool2, ...
* Disk-type naming: SAS1, SAS2, SATA1, SATA2
+ Use-case naming: OS1, OS2, Exchange1, SQLData1, UserData1, Geology, Accounting, IT, R&D, QA,
Corp01, etc.

3. Select the redundancy level from the RAID Level drop down list.

Note: If using hardware RAID at the disk controller level and have a single data disk presented to SoftNAS
Cloud® for a storage pool, then software RAID may not be required; in such case, select No RAID/JBOD, as the
RAID is implemented at a lower level and have no need for software RAID.

4. Select the disks to be allocated to this storage pool.

Note: Each of the devices show the Disk Availability status as Available for Use. This implies that these disks
are already partitioned. New disk devices must be partitioned before use.

5. In the Choose Pool Options step, check the box in the Forced Creation field to overwrite any older pools on
the disks selected.

Note: If any of the disk devices chosen have been used as a part of another storage pool in the past (e.g., one
that was deleted), use the Forced Creation option to overwrite the previous data in order to use the disk in a
different pool (a precaution to prevent accidental data loss).

6. Decide whether you wish to add LUKS Encryption (optional).

Adding LUKS Encryption
LUKS (Linux Unified Key Setup) encryption is an encryption platform created by Clemens Fruhwirth in 2004 and
developed for Linux, but which offers a platform-independent standard on-disk format for use in various tools.
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This ensures interoperability and compatibility between different programs, and ensures password management
between these programs in a secure and documented manner.

LUKS encryption allows you to add a layer of security to your SoftNAS volumes and pools, and if implemented
along with Data-In-Flight encryption via SMB3 for CIFS, or by tunneling through SSH for NFS, can protect your
data both at rest and in-flight.

a. To add LUKS encryption check the box.
b. In the Type dropdown, select Password.
c. Provide a password and confirm.

| LUKS Encryption Type: | Password b

LUKS Password: | eeesss Retype: | ssssss

7. Choose the required Sync Mode:
« standard:
This is the default option. Synchronous file system transactions (fsync, O_DSYNC, O_SYNC, etc) are
written out (to the intent log) and then secondly all devices written are flushed to ensure the data is stable
(not cached by device controllers).
+ always:
For the ultra-cautious, every file system transaction is written and flushed to stable storage by a system
call return. This obviously has a big performance penalty.
+ disabled:
Synchronous requests are disabled. File system transactions only commit to stable storage on the next
DMU transaction group commit which can be many seconds. This option gives the highest performance.
However, it is very dangerous as ZFS is ignoring the synchronous transaction demands of applications
such as databases or NFS. Setting sync=disabled on the currently active root or /var file system may
result in out-of-spec behavior, application data loss and increased vulnerability to replay attacks. This
option does *NOT* affect ZFS on-disk consistency. Administrators should only use this when these risks
are understood.

8. If the pool is to be shared (accessed by more than one person at a time), check the box for Shared.
9. Click Create at the end.

The new storage pool is created and is ready for use.
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Sharing Volumes over a Network

Volumes provide a way to allocate storage available in a storage pool and share it over the network.

Volumes
Storage Pool -
' 1 TB Thick
‘ Volume
37B
2 TB Thin

- Volume

= = ' | More 2 TB Thin
@J @l - Volumes
SAS
SATA

In the above example, the Storage Pool with 3 TB of disk space is allocated from several SAS, SATA and/

or SSD devices. There are 3 volumes and like VMDK, a volume can be either thick-provisioned or thin-
provisioned. The thick-provisioned volumes cause storage space to be reserved from the storage pool, reducing
the amount of storage available for use by other volumes. The thin-provisioned volumes consume actual storage
pool space when the data is written to the volume.

So, there is a thick-provisioned volume which reserves 1 TB of the available 3 TB storage pool and there are also
2 thin-provisioned volumes up to 2 TB of thin-provisioned storage space available to each of them.

Note: As each thin-provisioned volume grows with actual data written to the volume, the available storage pool
space for all thin-provisioned volumes shrinks to the remaining unused storage pool space. Volumes allocate
and organize storage, and are published for sharing on the network using either CIFS (Common Internet File
System) or NFS (Network File System).

Configure filesystem volumes for sharing as CIFS Share or NFS Share so that storage is available for use by the
applications, servers and clients on the network.

Configure block device volumes as LUNs (block data storage devices), for use with iSCSI targets.

* Creating CIFS Share

* Creating NFS Share

* Creating an AFP (Apple Filing Protocol) Share

* Creating an iSCSi Target and LUN
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Create & Configure Volumes

1. Click Create in the toolbar.

The Create Volume dialog will be displayed.

Create Volume X
General Snapshots
1. Choose a Volume Mame and Storage Pool
Volume Name™: ||
Storage Pool™: Storage Pool...
2. Choose Volume Type
@ Filesystem (NFS, CIFS) (2) Block Device (iSCSI LUN)
Expmt iz N% Share viz C@@ Share viz ﬂ@
3. Choose Storage Provisioning Qptions
@ Thin Provision - dynamically allocate space as it is needed
) Thick Provision - preallocate space from storage pool now
Thick Volume Size
4, Choose Storage Optimization Options
[[] Compression  (saves disk space, requires more CPU)
[] Deduplication (eliminates duplicates, uses more memory)
Sync Mode™®: standard W

Create Cancel

Note: Take a moment to learn more about the SoftNAS advantage with our leading-edge Creating CIFS and
Creating NFS Share solution sections. AFP file sharing is also possible, and is covered in Creating an AFP

Share.

2. Enter the name of the volume in the Volume Name text entry box.

3. To select the storage pool where the storage space for the volume has to be reserved, click Storage Pool.

The Choose a Storage Pool dialog will be displayed.
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Choose a Storage Pool *
Storage Pool Free Space
KaiPooll 44.80G

{KaiPool2 44.80G
(kai D

( select Pool ) Cancel

Select the required storage pool from the list of available storage pools. Click Select Pool.

Back in the Create Volume dialog, the name of the selected storage pool will be displayed in the Storage Pool
field.

4. Select the type of the volume from the Volume Type section. The available volume types are File System
(NFS, CIFS, AFP) and Block Device (iSCSI LUN).

Note: To share the volume via iISCSI, choose Block Device instead of accepting the default File System volume
type.

5. One-click Sharing - SoftNAS Cloud® supports one-click sharing during Volume creation. Choose the
appropriate sharing option checkboxes to Export to NFS, Share via CIFS and/or Apple Filing Protocol, as
appropriate. Verify the type of one-click sharing selected. The available options are Export via NFS and Share
via CIFS for File System volume type and Share as iSCSI LUN for Block Device volume type.

6. Select the type of the storage provisioning option. The available options include Thin Provision - Dynamically
allocate space as it is needed and Thick Provision - Preallocate space from storage pool now.

Thin-provisioning allows a volume to acquire storage from its Storage Pool on an as-needed basis, as new data
is written to the volume. Thin-provisioning enables many volumes to share a storage pool without an upper limit
being placed on the volume itself (the only upper limit to the volume's size is available space in the pool). Thick-
provisioned volumes reduce the amount of space available in the Storage Pool by reserving this space for use
by a specific volume. When a thick-provisioned volume reaches its maximum volume size, no more data can be
written and a volume full error will be returned for writes to a full volume. Thick-provisioned volumes can be re-
sized at any time to add space (or return space to the storage by by reducing the volume size).

Volume Size:
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1. Select the type of the storage provisioning option as Thick Provision in the previous step, then specify the
size of the volume in the Volume Size field and select the size unit.

Once a Storage Pool has been selected for a thick-provisioned volume, the amount of available space to allocate
is displayed below the Volume Size field, as shown in the example below.

The Volume Size value can be any valid numeric value; e.g., 10, 12.5, 100.0, 1.25

2. The Size Units selector is used to choose the units for the Volume Size. Select the required size unit from the
drop down list. The available units include MB — Megabytes, GB - Gigabytes (default) and TB — Terabytes.

1. Select the required option for storage optimization in the Storage Optimization Options section. The
available options are Compression and Deduplication. The Compression type saves disk space, but requires
more of CPU space. The Deduplication type eliminates duplicates, but consumes more memory space.

The Compression type saves disk space, at the expense of additional CPU overheads for each read and write
request (to decode and encode the data). Depending on how compressible the data is, it is common to see data
compression rates up to 50% or more.

Note: When compressing a significant amount of data, be sure to observe the amount of actual CPU consumed
during a typical day, and if necessary, add more CPU capacity to the SoftNAS Cloud® VM as required to ensure
compression is fast and efficient. If data is not highly compressible, then disabling compression provides a better
performance tradeoff.

» The Deduplication type eliminates duplicates, but consumes more memory space. For certain types of data
(e.g., Windows virtual machine images, which are highly redundant in virtual desktop applications), deduplication
can save up to 80% on storage requirements by eliminating duplicate data. Each time a duplicate data block is
to be written, a pointer to the existing duplicate block is created instead, along with increasing the duplicate block
reference count. To make these operations as fast as possible, a table of deduplicated blocks is maintained. A
hash table of deduplicated blocks is kept in memory to make lookups very fast. When a duplicate block is read, it
is usually in cache memory and is simply returned with no disk 1/O required.

Note: It is recommended to avoid using deduplication unless the data is highly-duplicative, because of the
memory impact of deduplication. It is estimated that for every terabyte of deduplicated data managed, one
gigabyte of memory is required for the deduplication lookup tables. These tables compete with cache memory,
which can reduce the overall performance of SoftNAS Cloud®.

Snapshots in StorageCenter

iSCSI LUNS and targets
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Creating a CIFS Share

Note: The easiest and recommended method for creating CIFS Shares is through Volume and LUN Create. Itis
also possible to create a CIFS Share through the CIFS Share option under Storage Administration. However, if
using this method, exercise caution. Improper configuration can result in the inability to control the volume, and
an inability to create snapshots.

The Common Internet File System (CIFS) is the standard way that computer users share files across corporate
intranets and the Internet. It provides users with seamless file and print interoperability between VMs and
Windows-based clients. CIFS allows multiple clients to access and update the same file while preventing conflicts
by providing file sharing and file locking.

SoftNAS Cloud® uses Samba Windows File Sharing for secure, stable, and fast file sharing and print services.
Samba integrates Linux/Unix Servers and Desktops into Active Directory environments using the winbind
daemon.

Allocating storage and network permissions for multiple organizations and dispersed users in branch offices or on
a corporate network can be complicated. It is common practice to organize users into groups to provide specific
permissions when accessing data. For this reason, the settings of Shares, Users and Groups are closely related
in the CIFS Shares section of SoftNAS’ Storage Administration.

If networking, users, and groups have already been configured for your deployment, the only requirement to
make your CIFS Share available is to create one and assign the appropriate permissions. Otherwise Windows

Networking and Authentication will need to be configured. In order to assist you, the steps to configure Windows
Networking and Authentication are included after "Creating a New CIFS Share".

1. On the CIFS Shares panel, click the Create a New File Share link.

EESoftNAS

Storage Adminksraticn “® o Welcomee _* Storage Pools 71 CIF5 Shares
= 8
Module Confi 5 : z Search Docs
& worewrr e Samba Windows File Sharing :
I/ Dasrooara Samba version 3.5 10-125 elf
= 7= Sanrage
:1 Wolumes and LU Select all. | Inwert selection. | Create a new file share. | Create a new printer share. | Create a new copy. | View all connactions.
Sl g o Share Hame Fath Securi
| CFS Shares nomes All Home Directories Read/write to all known users
- e printers Printable to all known usars
Select all. | Invert selectionf Create a new file share reate & new printer share. | Create a new copy. | View all connactions

Delete Selectad Shares

Click CIFS Shares

Click Create a New File Share

*, Snaprepicarets Glebal Configuration
@ g Sengs
A ] Documertmion - "
L — e
L = 1 ()
=S LS )
Linix Metworking Windows Networking Authentication Windows to Unix Frinting
.’ pm |
I@ I-': .
== —_ )
Miscellaneous Optiens Winbind Options File Share Defaults Printer Share Defaults

/

Edit Contig File

The Create File Share section of the panel will be displayed.
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13 CIFS shares W volumes

Module Index Create File Share
Share Information
Share name @ cifs01 e Home Directories Share

Directory to share [naspooljcifs_vol01

Automatically create directory? @ yeag Mo

Create with owner sofinas o

©

Create with permissions 777 o

Create with group softnas j o

Available? @ Yes No 9

Browseable? @ Yes ) No

Share Comment CIFS Share for Windows Users @

= Click Create

4 Return to share list

2. For most use cases, select the first radio button. Enter a unique alphanumeric name for the share (such as
'documents1’) in the Share Name text entry box. This name will appear as the network mount point.

Note: If you enter the name of a Unix user, his automatic home directory share will be overridden.

3. The Directory to share is the path to the Volume that was created in 'Volumes and LUNs'. Click Browse to
select the Volume from the filesystem for sharing. Click OK once the desired volume is selected.

Note: Make sure you select the volume and not just the pool, to be associated with the CIFS Share being
created. Failure to do this will cause the ability to manage the volume under SoftNAS’ Volume and LUNS to be
lost. This also means Snapshots will be disabled for the volume.

4. Set the Automatically Create Directory field option to Yes.

5. The Create with Owner field determines which Linux user will be assigned to the shared folder. This will also
be the username required to use the CIFS Share on the Windows client.

6. Enter the permission mask in the Create with Permissions text entry box. The permissions can be set for the
owner, group, and all other users. The leftmost digit is used for the owner, with the center digit specifying the
group, and the rightmost is for all other users. Each permission has a predetermined value:

*Read =4
e Write =2
« Execute = 1

Adding the permission values together establishes the specific permission level for the owner of the file/directory,
group of users, and all other users. For example: 777 is read/write/execute for the owner, group and all users.

7. The Create with Group field determines which Linux group will be assigned to the shared folder.

8. To make the share available on the network, check the Yes option in the Available field. Setting this field to
NO is useful if you want to temporarily take it offline until all the options have been configured. You will need to
change the option to Yes to make the share available to the Windows client.
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9. To make the share browseable on the network, check the Yes option in the Browseable field. Setting this
option to NO will hide the share from the list of shares when this Node is browsed. However, it can still be
directly accessed using a \\servername\sharename path.

10. Enter a comment (if applicable) that will display to users who browse the share, in the Share Comment text
entry box. Adding a short description is helpful to quickly identify the purpose/use of the share, for example
"Personnel documents".

11. Click Create.

The new file share will be created and published for access by Windows servers and clients.

1. To verify access to the CIFS share, navigate to Windows System > Windows Explorer.

2. Enter the UNC path of the SoftNAS Cloud® server (or the DNS hostname if one has been assigned to
SoftNAS Cloud®).

3. Click on the Share icon and verify access permissions are set correctly from the Windows perspective.

4. Create a folder or text file and then right-click on the file/folder to verify that the Security permissions are as
expected.

i 172.50.1.250 H=] E3
E)- ™ - Network - 172.50.1.250 - * {2y | search 172.50.1.250 El
Organize ¥  Network and Sharing Center  View remote printers 0= v Ol &

" Favorites Adiministrator allusers
B Desktop ' Share Share
— S
@ Downloads
| Recent Places cfsDL aifs02
£ Share Share
- —
3 Libraries
+| Documents dedup homes
Y Share Share
@' Music — -_—
= Pichures
- ricktest1 W
B videos * " Share Share
—
/B8 Computer
£l Network

The CIFS share that was created is now available and ready for use.

Note: If you use the File Share Defaults to set defaults for all shares, there is no need to configure settings for
each share unless specific CIFS Shares require unique access permissions.
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ai CTFS Shares * || [ Volomes *

Module Config Samba Windows File Sharing

Samba version 3.5,10-125 el6

Select all. | Invert selection. | Create a new file share. | Create a new printer share. | Create a new copy. | View all connections

Share Name Path Security

] homes All Home Directories Read only to all known users
7] www Ivariwww Read/write to all known users
7] allusers /home/shares/allusers Read/write to all known users
"] dedup inaspool/dedup Read/write to everyone
I..l:' I:.ll?]l..ll.:: :'..I:II O e O

=] cifs01 Inaspoolcifs vol01 Read only to all known users
elect all. | Inverl selection. | Creale a new fle share_ | Create a new printer share_ | Creale a new copy. | view all connections
| Delete Selected Shares |

Configuring Windows Networking Settings
1. Log on to SoftNAS StorageCenter.

2. In the Left Navigation Pane, select the CIFS option under the Storage section.

The CIFS Shares panel will be displayed. From here, configure and manage CIFS sharing.

B SoftNAS STORAGE CEMTER™

Storage Adminksraton @) || e Welcome = & Storage Pools = 33 CIFS Shares =
aE
& vporacn o Fro e centa Samba Windows File Sharing seach bocs.
|/ Dasrooara Samba version 3.5 10-125 el§
=75 Siseage

Select all. | Invert selection. | Create a new file share. | Create a new printer share. | Create & new copy. | View all connections
Share Name Security

homes AN Home Directones Readwrite to all known users

printers AN Printers Printable to all known users
Select all. | Imvart selection. | Create a new file share. | Create a new printer share. | Create 2 new copy. | View all connactions
Delete Selected Shares |

Click CIFS Shares

Click Windows Networking

# SnopPeplcaie™ Global Configuration
) 1 Settings
& ) Docurmentation
14 -
@ = &) b=
Unix Networking Windows Hetworking Authentication Windows to Unix Frinting
P & D
Miscellaneous Options Winbind Options File Share Defaults Printer Share Defaults

Edit Config File

3. Click the Windows Networking icon in the Global Configuration section.

Note: Any configuration settings applied under the Global Configuration section applies to all the CIFS Shares
managed by this server.

The Windows Networking Options dialog will be displayed.

Copyright ©2017 SoftNAS, Inc.



EESoftNAS Installation and User Guide

CcLOuD’

Windows Networking Options

Workgroup O Default @ WORKGROUP 0

WINS mode ' Be WINS server © Use server ® Neither
Server description ' Default ©) None @ Samba Server Version %v

Server name

Server aliases

Default service None E'
Always show services glghal -
homes
printers
cifs01 -
Max reported disk size @ |Jnjimited kB

Winpopup command
Master browser priority 2

Highest protocol Default E'

Master browser? 7 Yes © No @ Automatic

Security Share level E e

Password server

Remote announce to @ Nowhere ) From list
IP Address As Workgroup [optional)

e Click Save

4. Set the name of the workgroup in the Workgroup field. This setting should be appropriate to the planned
environment. It should match a Windows workgroup or domain environment. To set a workgroup for your server,
select the second radio button in the Workgroup field and enter a short name into the text box next to it. If your
network already has a few SMB servers that are members of a workgroup, this server should be made a member
as well.

5. Select the appropriate security option for this particular environment from the Security drop down list. The
available options include Default, Share Level, User Level, Password Server, Domain and Active Directory.

* Default or User level is the recommended level using the pre-existing passwords on this server.

» Password Server directs Samba to contact another SMB server to validate passwords instead of checking its
own user list. If this is selected, you will need to provide the address to the authenticating server in the Password
Server box.

* Share level security is rarely used anymore with modern clients

* Domain and Active Directory security is too broad a topic for this guide. For more information on Domains and
AD, see Microsoft's Technet.

Note: Configuring other settings in the Windows Networking Options dialog is optional.
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6. Click Save.
Other options on this form:

« If your network already has a WINS protocol server, select Use server in the WINS mode field and enter its

IP address. If not, you should choose Be WINS server so that Windows clients can use your system to lookup

IP addresses for SMB server names. More recent versions of Windows (and Linux clients) do not need to use
WINS, as they can look up server names in the DNS - assuming your network has a DNS server that has entries
for all your hosts.

* To set a description for your system, fill in the Server description field with something like Corporate file server.

* Normally, Samba will use the first part of your system's DNS name as the SMB server name. To change this,
enter something else in the Server name field. Clients will be able to refer to this server by whatever name you
specify.

* To define alternate names that clients can use to refer to your server, fill in the Server aliases field with a space-
separate list of names.

* If you want your system to be the master browser for a network (the server that maintains lists of other SMB
servers and clients on the network, as seen in Window's network neighborhood), change the Master browser?
field to Yes. If you are running multiple Samba servers on the same subnet, this option should be set for only
one. If there are other Windows or Samba servers on the network that want to be master browsers, the one with
the highest operating system level will win the 'election’ that decides who gets the job. You can increase your
system's change of winning by increasing the Master browser priority field - the default of 20 will win against
Windows 95 systems, but you would need to enter 65 to beat Windows NT servers.

* Normally, an SMB server broadcasts information about itself to other servers on the network so that it can be
included in browse lists. However, if your network spans multiple subnets then broadcasts from one system

may not reach others. To get around this problem, the Remote announce to table can be used to specify the
addresses of browser master servers to which this server's IP address and workgroup should be sent. To
configure remote announcements on this page, first select the From list option above the table. Then in the IP
address field of each row enter the hostname or IP address of a server to announce to, and in the As workgroup
field the name of the workgroup that your server should appear under. If the second field is left empty, the servers
real workgroup (set in step 2) will be used. To enter more than two remote servers you will need to save and re-
open this page so that more empty rows appear in the table.

Now this environment is ready for CIFS sharing.

Once a CIFS Share has been created, you can edit various security-related options that control who has access
to it and which hosts they can connect from. This can be useful if some shares contain files that only certain
people should have access to, or if your Samba server is for use by clients only on your internal network.
Normally this is applied “Globally” to address of the CIFS Shares managed by this server but can be set for
individual CIFS Shares. To manage individual CIFS Shares, “click” on the appropriate Share Name.

1. On the CIFS Shares panel, click the name of the CIFS share link.
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| CIFS Shares = || [ Volumes *

Module Config Samba Windows File Sharing
Samba version 3.5.10-125.¢l6

Select all. | Invert selection. | Create a new file share, | Create a new printer share. | Create a new copy. | View all connections

Share Name Path Security
1 homes Al Home Directones Read only to all known users
=1 www Ivariwww Read/write to all known users
] allusers fhome/shares/allusers Read/write to all known users
"1 dedup inaspooldedup Read/write lo everyone
1 dickias naspoaliickias Beadiwrite lo evervons
] cifs01 Inaspool/cifs_vol01 Read only to all known users
ala ~Inverl selachion. | Creale a new nle share. | Creale a new pnnier shara. | Create a new copy. | view all conneclions
Click Share Name

The Edit File Share dialog will be displayed. Changing the Security and Access Control settings here will apply
only to the specific CIFS Share selected.

Share Information

Share name ® cifs01 © Home Directories Share

Directory to share naspoolicifs_vol01 [Zl
Available? @ Yes O No

Browseable? ® Yes O No

Share Comment

[Suve]| Wiew Connections |L lata |
Click Security and

Other Share Options Access Control

= X PRI

= il

@ l:- biar. htn
o o fooxa

Security and Access Control File Permissions File Naming

4 Return to share list

2. To configure and manage security and access control, click the Security and Access Control icon.

The Security and Access Control dialog will be displayed. Choose the settings that best match the particular
needs and use case for this share.

The settings shown below allow full read/write access by all users.
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Security and Access Control

Writable? ® Yes © No O

Guest Access? None (@iYes © Guestonly @

Guest Unix user nobody [_] (5]
Limit to possible list? &) yvas @ No

Hosts to allow @ All © Only allow 0‘
Hosts to deny @ None Only deny e
Revalidate users? Yes @ No e

Valid users

Valid groups

Invalid users

Invalid groups

Possible users
Possible groups
Read only users
Read only groups
Read/write users

Read/write groups

4 Return to file share | Return to share list

daaamaEaaan

3. Set the Writable field to Yes so that writing is allowed in the files that are shared.

4. Set the Guest Access field to Yes in order to allow guest Unix users read and write access to the files. Set the
Guest Unix User to Nobody so that guest Unix users are not allowed to access file sharing.

6. Set the Limit to Possible List to No in order to allow unlimited sharing.

7. Set the Hosts to Allow to Yes in order to allow all hosts access file sharing. You can enter a list of
hostnames and IP addresses into the adjacent text box. Partial IPs like 192.168.1. or network addresses like
192.168.1.0/255.255.255.0 can be used to allow an entire network. If your system is an NIS client, you can enter
a netgroup name preceded by an @_ (such as _@servers) to allow all of the group's members. If All is selected,
all hosts will be granted access, unless you fill in the next field. No matter what you enter, connections from the
local host (127.0.0.1) are always allowed unless it is specifically listed in the *Hosts to deny* field.

8. If hosts are specified for Hosts to deny, this setting will block specific hosts from accessing this CIFS Share.
To use this option, fill in the Hosts to deny field with a similar list of hostnames, IP addresses, networks or
netgroups. If both fields are filled in, Hosts to allow takes precedence. If None is selected, all hosts will be
permitted. Typical configurations will use only one of these two options (either Hosts to allow, or Hosts to
deny). SoftNAS recommends setting Hosts to deny to None.

9. Set Revalidate Users? to No

10. Click Save.
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Additional Options available:

« To allow only certain users to access this share, fill in the Valid users field with a space separated list of
usernames. You can also fill in the Valid groups field with a list of groups whose primary and secondary members
will be granted access. Only if both lists are empty will all users be allowed.

* Alternately, to deny specific users and members of groups, fill in the Invalid users and Invalid groups fields. If a
user appears in both the valid and invalid lists then they will be denied access.

* To restrict some users to read-only access for this share, enter a list of usernames into the Read only users
field. You can also enter a list of Unix groups in the Read only groups to restrict their primary members. Everyone
else will have full read/write access, assuming that the share is actually writeable and that the Read/write fields
have not been filled in.

* To give only certain users permission to write to the share and restrict everyone else to read only access, enter
a list of usernames into the Read/write users field. As usual, the Read/write groups field can be used to enter

a list of groups whose primary members will be allowed to write as well. Naturally, normal Unix file permissions
that may be prevent writing to files or directories still apply to all users. If a user appears in both the Read only
and Read/write lists, he will be allowed to write. The fields in this and the previous step have no effect on printer
shares. Instead, all allowed users will be able to print.

The share security permission settings are now configured.

Samba allows you to specify a one to one relationship between a user and CIFS Share through “Manage Samba
Users”.
Select Manage Samba Users in order to manage or add new Samba users for this SoftNAS Cloud Server.

Samba Windows File Sharning
[ e P ews

s e L

Ghobal Confguration

Barmiba Usira

To add a user, select Add User and a panel will open to allow you to provide the necessary information.
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Note: If the user is already listed in the User list, you will need to first delete the user before you can add the
specific relationship of the user to a CIFS Share. Edit user only allows for the setting of the password for the
user.

(=~ -

In order to associate and configure a specific user to a specific CIFS Share, you will need to perform the following
steps:

1. This is an optional field. Enter the Linux user name if the user already exists on the SoftNAS Cloud Server.
This is the name of the user on the SoftNAS Cloud Server. You can search for the user by selecting the “down
arrow” next to the field.

2. If the Linux user name was provided, Samba will automatically set the Samba User Name to the same.
Otherwise you can enter in a different name to be used.

3. Use the “down arrow” to select a CIFS Share already created.
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4. Set up the Samba User’s password and confirm it.

5. Select Save to apply the information to the newly added user.
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Creating NFS Share

Before creating an NFS Export, create a volume to share. When creating a volume, there is an option to create
a default NFS share. Use the functions on this page to add new or modify existing NFS export shares.

1. Log on to SoftNAS StorageCenter.
2. In the Left Navigation Pane, select the NFS Exports option under the Storage section.

The NFS Shares panel will be displayed. From here, configure and manage NFS sharing.

EBSoftNAS STORAGE CENTER™

Storage Administration & Wr Welcome = | NFS Exports =
IE
] ade 1o Pro Help..
& Ve Module Config NFS E)(ports
I/ Dashboard
= ) Srage Select all. | Invert selection. | Add & new export.
[0 Volumes and LUNs Directory Exported to..

4 Sweage Pocls | astMewvol Everyane

Add a new expart

Select all. | Invert selactio

Delete Selected Exports | | Disable Selectad ™ alacted
Click Add a New Export
ly Changes Click this bu . This will make all the directones listed
! with the options specified
(5 File System
#, SnapRepicae™
5 & Settings

& [ Decumentation

3. Click the Add a New Export link.

The Create Export section of the panel will be displayed.

Export details

NFS Version 4 '® 3 (or lower) 0
NFSv4 Pseudofilesystem to [
export Pe:zport L ]

Vexports/nfs_01 | .. |in (5]

Directory to export
Pexpnrts.’nis_ﬂl

Active? ® ves Ono @
Export to..
(with or without Authentication) * Everyone -~ Host(s) |
WebNFS clients NIS Netgroup |
® sys
© IPv4 Network [175.6.0.0 Netmask [255.255.0.0
IPv6 Address | 1
krbs
lipkey
spkm-3

Security level

Integrity Privacy (including Integrity)

4. In the Export Details section, specify the NFS version in the NFS Version field.
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Note: This example has NFS version 3, but other settings such as NFS version 4 may also work better in some
environments. Choose the most appropriate settings for this particular environment, security and operational
needs.

5. In the Directory to Export field, click the B button to select the directory to export.
6. Set the Active field to Yes.

7. In the Export to field, specify the system IPV4 Network and Netmask addresses in the respective text entry
boxes.

Export security

Read-only? Yes ® Mo o Clients must be on secure port? Yes ® No m
Disable subtree checking? * Yag M 0 Hide the filesystem? ® oo Mo
Immediately sync all writes? Yes '* No Default

Trust remote users Everyone Everyone except root '® Nobody @

Treat untrusted users as @ Default ® [softnas | .. | Treat untrusted groups as @ Default ® [softnas
HFSv2specific options

Make symbolic links relative? Yes ® No @ Deny access to directory? Yes ® Np @'
Don't trust UIDs D, © rone Don't trust GIDs @D © vone

Click Create

8. In the Export Security section, specify the Read-only field as No.

9. Set the Disable Subtree Checking field to Yes.
10. Set the Immediately Sync All Writes filed to Yes.

Note: For best performance throughput, choose No for Inmediately Sync All Writes field. This option allows
NFS to cache the write and return to the caller immediately (up to 10 times better throughput has been observed
by not immediately syncing writes, so No setting makes a big difference in performance sensitive applications).
If No is chosen for this option, writes will be cached in memory longer (NFS "async" option), which increases
the potential for loss of data should there be a loss or power or other unexpected system failure, so take this
into consideration, as well as performance. Only consider setting this option to No if there is a proper UPS in
place. Note that cached data not yet written to disk could be lost if this option is set to No (which in turns sets
NFS export to "async").

11. Set the Clients Must be On Secure Port to No.

12. Set the Hide the filesystem field to Yes.

13. Set the Trust Remote Users field to Nobody.

Note: To mount this NFS share from VMware vSphere, select Nobody as the Trust Remote Users choice.
VMware vSphere hosts do not authenticate by default, so it's also best to restrict the IP address range
appropriately to limit which NFS clients can connect to the NFS export.

14. Specify the untrusted users in the Treat Untrusted Users as softnas.

15. Specify the untrusted groups in the Treat Untrusted Groups as softnas.

16. Set the Make Symbolic Links Relative field to No.
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17. Set the Deny Access to Directory field to No.
18. Set the Don't Trust UIDs field to None.

19. Set the Don't Trust GIDs field to None.

20. Click Create.

The NFS Exports panel will be displayed.

Welcome * | & Storage Pools * || [ Volumes * , NFS Exports *

Help NFS Exports

Module Config

Select all. | Invert selection. | Add a new export

[ /naspooliricktest Everyona
"] /naspool Everyone

Select all. | Imvert selection. | Add a new export
[ Delete Selected Exports | [ Disable Selected | | Enable Selected

Click Apply Changes

21. Click Apply Changes.

to apply the current file exports configuration. This will make all the directories listed above available

The NFS export settings will be activated.

Now that an NFS Share is available, mount and use the NFS-shared volume as a VMware vSphere datastore.
To mount NFS as a datastore, simply follow the steps given below.
1. Log into vCenter (or VMware vSphere if managing VM hosts directly)

2. For each VMware vSphere host that needs shared access to the NFS-shared datastore, select the
Configuration tab in VMware vSphere client.

3. Select the Storage option from left-side menu.
The datastore list will be displayed.
4. Select the Add Storage option from upper-right menu.

The Add Storage wizard will be displayed.
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(@ Add Storage e l=lE] &)

Select Storage Type
Specify if you want to format a new volume or use a shared folder over the network.

[=] HAS —Shorage Type
MNetwork File System - 0N

Ready to Complate
Create a datastore on a Fibre Channel, iSCSI, or local SCSI disk, or mount an existing VMFS volume.

* Metwork File System 9;
Choose this option if you want to oreate a Network File System.

Click Next

5. Select the Network File System option in the Storage Type section.
6. Click Next to continue.

The Locate Network File System section of the wizard will be displayed.
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(2 Add Storage ——— (=] B -t
Locate Network File System

Which shared folder will be used as a vSphere datastore?

B MAS Properties
Network File System

Ready to Complate

Server:  [10.30.1.250 (7]

Examples: nas, nas.it.com, 192.168.0.10r
FEBD:0:0:0: 2AA:FF:FESA: 4CA2

Folder:  |jnaspoolfnfeD1 o
Example: fvols/vol0/datastore-001

™ Mount NFS read only

i If a datastore already exists in the datacenter for this NFS share and you intend

"~ to configure the same datastore on new hosts, make sure that you enter the
same input data (Server and Folder) that you used for the original datastore.
Different input datka would mean different datastores even if the underlying NFS
storage is the same.

Datastore Name

MyDataStorehameHers|

Click Next

7. In the Properties section, enter the IP address of the SoftNAS Cloud® in the Server text entry box.
Note: If the SoftNAS Cloud® IP has been added to DNS, use the SoftNAS Cloud® DNS name itself.
8. Enter the path of the folder for NFS export in the Folder text entry box.
9. Enter the name of the datastore in the Datastore Name text entry box.

Note: Repeat the above process for each VMware vSphere host that needs to access the datastore. In an HA
configuration, Make sure that all VMware vSphere hosts have this NFS datastore configured.

10. Click Next.

Note: The most common issue at this point is an Access Denied error when trying to mount the NFS export.
This typically denotes that the Nobody option under Trust remove users was not chosen, or another security
configuration setting may have a problem. Go back to the NFS export configuration panel, click on the NFS
export and resolve the security issue. The settings shown above are known to work correctly with VMware
vSphere (there may be other security settings preferred depending on environment.)
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Mounting from Windows NFS Clients

The following settings work well for Windows-based NFS clients:

Export details

NF & Version 4 & 3 (or kower)
NF Swd Pseudofilesystem to export
Directony to export fnfsvall i I.MS\cI1
Activa? o Yes Ha
E\:F:E '::;kbu! Authentication) - E-.?ryone Hasl(s)
WabNFS chenls HIS Netgroup
9@ sys
IPvd Matwork Hetmask
IPvE Addrass
kb5
liphay
spkm-3
Security level ¥ Mone Integrity Prvacy including Integrity)
Export security
Read-only? Yes @ Mo Clients must bi on secure pon? Yes & Mo
Disable subiree checking? ¥ Yas Mo Hide the filesystem? & Yas Mo
Immediately syne all writes? Yes @ Mo Defaul
Trust remole users & Everyona Everyons axcept root Hobody
Treat untrusted users as Default & |softnas ] Trea.... atsted groups as Default @ |softnas ’ ]
NF Sv2-specific options
Make symbolic links relative? Yes & Mo Deny access to directory? Yes & Ho
D't truest LIDs @ None Don't trust GIDs @ MNone

Note: Although the above example shows certain settings, such as NFS version 3, other settings such as NFS version 4 may
work better in some environments. Choose the most appropriate settings for local particular environment, security and
operational needs.

NFS and Firewall Settings

Using NFS may involve opening additional ports in any firewalls that sit between SoftNAS Cloud® VMs and
workload VMs, which will otherwise block traffic (esp. if traversing to an external IP in cloud-based situations).

Here are the ports required for NFS client mounts, according to the settings located in /etc/sysconfig/nfs:

TCP Port .
. Source Service
(Service)
11 X.X.X.X/24  |portmapper
2010 X.X.X.X/24  |rquotad
20M X.X.X.X/24  |nlockmgr
2013 X.X.X.X/24  |mountd
2014 X.X.X.X/24  |status
2049 X.X.X.X/24 |nfs
UDP Port .
. Source Service
(Service)
1M1 X.X.X.x/24  |portmapper
2010 X.X.X.X/24  |rquotad
2011 X.X.X.x/24  |nlockmgr
2013 X.X.X.X/24  |mountd
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2014 X.X.X.X/24 |status
2049 X.X.X.X/24 nfs

The above ports were determined by logging into SoftNAS Cloud® and running an rpcinfo -p command, which
displays the ports being used for RPC.

Be sure to should lock the address range down to only the subnet where allowed EC2 instances reside (or the
particular IP range that's appropriate).

To mount the NFS volume from Linux, Unix or Mac OS, use the mount command as the root user:
# mount -o rsize=32768,wsize=32768,noatime,intr <ip-address>:<export-path> |
i<mnt-point>

Where <ip-address> is the IP address (or DNS name) of the SoftNAS Cloud® server, <export-path> is the
path chosen when exporting the filesystem via NFS and <mnt-point> is the mount point in the local filesystem.

For example:

# mkdir /myvol

# mount 172.16.1.100:/naspooll/myvolel /myvol

The above command creates a new directory to be used as the mount point, then mounts a storage pool
naspool1 with volume myvol01 at export path /naspool1/myvol01 to /myvol, on the SoftNAS Cloud® server at
172.16.1.100.

For better performance, use this command variation, which sets the read/write size to 32K and disables setting
last access time and intr options:

# mount -o rsize=32768,wsize=32768,noatime,intr 172.16.150.100:/export/volel / |
imnt/volol

To unmount the filesystem, use the umount /poolname/volname command.

NFS v4 provides for separation of filesystem metadata and file data 1/O, improving performance and throughput.
It is also possible to configure NFS v4 to operate in conjunction with Kerberos and LDAP for user authentication.
Use of an authentication server allows each user who mounts and accesses NFS exports to have their unique
user ID (uid) and group ID (gid) maintained on the NFS server. More details on configuring NFS v4 and use of
NFS in conjunction with kerberos and LDAP.

The most common issue encountered when mounting and using an NFS volume are Access Denied and read-
only types of problems.

Access Denied - This typically happens when trying to mount an NFS export that has been restricted by IP
address range, user ID or other permission restrictions. Try opening up the NFS export for access by any IP
address and Everyone; i.e., loosen the security up during initial testing, then lock it back down one step at a
time.
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Read-Only Access - When this happens, it is possible to mount the filesystem, but not possible to write to the
mounted filesystem. This is a security permissions issue. Try opening up the permissions on the NFS export to
Everyone as a starting point, then with a working NFS mount, choose to lock the security down incrementally.
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Creating an AFP (Apple Filing Protocol) Share
SoftNAS allows you to create shares via the Apple Filing Protocol(AFP) . Support of AFP allows Mac users to
quickly and easily integrate with SoftNAS storage. Much like a CIFS share, AFP allows multiple clients to access
and update the same file while preventing conflicts by providing file sharing and file locking.

SoftNAS Cloud® uses Netatalk AFP server for secure, stable, and fast file sharing and print services. Using
Netatalk's AFP 3.3 compliant file-server leads to significantly higher transmission speeds compared with Macs
accessing a server via SaMBa/NFS, while providing clients with the best possible user experience (full support
for Macintosh metadata, flawlessly supporting mixed environments of classic Mac OS and OS X clients).

Note: Before creating a new file share, configure the default Netatalk network environment settings.

The following guide assumes you are creating a new AFP share on a new volume and pool. If you have already
created a pool, skip to volume creation below. An AFP volume can be created on a storage pool that also has
CIFS volumes, NFS volumes, and iSCSI LUNSs.

In order to create a new AFP volume, you first need an available disk, partitioned and ready. Open Disk Devices,
and partition an available disk, by selecting Create Partition. If none is available, create a disk via any one of the
available disk extenders via Add Device (and then partition via Create Partition). Once partitioned, the device
should read "Available to assign" under Device Usage.

73| AFP Volumes (=) Disk Devices

Available Devices

cf; Partition All{ < Create Partition ) 3§ Remove Partition F j__‘:f Refresl| < Add Device ﬂh Import  3€ Delete Device

Device « | Total size Make and model Device Usage Extra Disk Infa

[dev/sdb 100.0 GB WMware Virtual disk Available to assign

Next, go to Storage Pools, and create a pool using the available disk, or disks. If performing a RAID
configuration, you will need more than one disk. Select Create to create a new pool. If you already have an
existing storage pool you wish to add your volume to, skip this step, and select the desired pool when creating
your volume.

In the Create wizard:

1. Provide a new pool name.

2. Select the RAID level appropriate for your environment from the dropdown.
3. Select the disk or disks required for your RAID selection.

4. Click Create.
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Create a New Storage Pool *

Choose pool name, disks and storage options, then press Create button.

1. Choose a Pool Name
Pool Name: AFPPool1

2, Assign disks and redundancy level of the storage pool

RAID Level: (Eo RAID, JBOD (use with hardware RAID) v
Choose disks for this storage pool:

Disk Device Disk Availability Available Size
[dev/sdb Available for Use 100.0G

Instructions: | Choose 2 RAID Level, then select a corresponding number of disks
for the storage pool.

3. Choose Pool Options
[ Forced Creation  (overwrites any older pools on disks you select)

[] LUKS Encryption

Sync Mode: standard v

[ Shared Storage (pool is accessed by more than one

Cancel

Once you have created a storage pool, select Volumes and LUNS from the Storage Administration Panel on
the left, then click Create.

Storage Administration ad & storage Pools [1 Volumes and LUNs
ot Vol
umes
Ir_v_' Dashboard
== Storage Edit 3§ Delete ;:l} Snapshots @‘ Refresh ap| Active Directory
CB Velumes and LUNs _) ¢ volume Name Storage Fool Status % UUsed = Total Used Space | Used by Snapshots | Used by Dataset

& storage Pools
23 | CIFS Shares
o WF5 Exports
31| AFP Volumes
(=) Disk Devices
[ i5C5I LUN Targets
I'él ISCSI 5AN Initiators
=] UltraFast Storage Accelerator
2 SnapReplicate™ [ SNAP HA
E2] :} Settings
# 27 Documentation Page of O

ﬂ Log out

&

In the Create Volume popup:

1. Provide a Volume Name.

2. Type in the pool name, or click Storage Pool to search for the desired pool.
3. For an AFP volume, select the Filesystem (NFS, CIFS) radio button.

4. Check the box for 'Share via AFP'.

5. Click Create.
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Create Volume X

jo

Storage Pool...

General Snapshots

1, Choose a Volume Name and Storage Pool
@Ep\folumel

Volume Name*:

Storage Pool™: CﬁFPPoDIl

@ Filesystem (NFS, CIFS) @ Block Device (iSCSI LUN)

[ Export via NFS  [C] Share via CIFS P

3. Choose Storage Provisioning Options
@ Thin Provision - dynamically allocate space as it is needed
() Thick Provision - preallocate space from storage pool now

Thick Volume Size

4, Choose Storage Optimization Options

[C] Compression  (saves disk space, requires more CPU)

] Deduplication (eliminates duplicates, uses more memory)

standard v

5

Note: It is possible to have a filesystem configured with any combination of NFS, CIFS, or AFP enabled.
However, in this case we are selecting only AFP. By default, Export via NFS will be checked. Uncheck it, unless
you intend to use both protocols.

Sync Mode™:

Cancel

Your AFP volume is created. Go to AFP Volumes to finish configuring.

1. In the Left Navigation Pane, select the AFP Volumes option under the Storage section.

The Netatalk AFP Server panel will be displayed. AFP Volumes created following the steps above will appear
here. From here, configure and manage AFP sharing.

Storage Administration «|!| & Storage Pools [ volumes and LUNs 31 AFP Volumes
=3 ) : i
I/ Dashbosre Hocle Confi Netatalk AFP Server Configurations felp
(=759 Storage

8 Volumes and LUNs

é-. Storage Pools

7 CIFS Shares
C Ve )

, NFS Exports
(=) Disk Devices
(=) iSCSI LUN Targets
I‘é] iSCSI SAN Initiators
(=] UltraFast Storage Accelerator
2 SnapReplicate™ [ SNAP HA
@ £ Settings
@ (] Documentation

ﬂ Log out

Netatalk services are running.

Click this button to restart netatalk services using /etc/init.d/netatalk restart

Restart Netatalk Services
Stop Netatalk Services

Click this button to stop netatalk services using /etc/init.d/netatalk stop

Volumes

Create new volume
Volume name
AFPVolume1

Delete selected volumes

Create new volume.

Path
IAFPPool1/AFPVolume1

Uses preset )

Volume Presets
No volume presets defined.

Create new volume preset.

e ne U Waliinans

2. If you have a volume created, check the box to select it, then scroll down. Click Server Options to edit your

settings.
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The Edit Global Settings panel will appear.

In this panel, you can configure the global connection settings for your share. This section allows you to provide
server settings, specify alternate AFP ports, set up authentication, set alternative location for log files, and more.

Module Config Edlt G|0b8| Settiﬂgs Configurations Help
Settings
Server name leave empty to use the host name of machine
AFP listen system's first IP address (netatalk default)
AFP port || | 548 (netatalk defautt)

User settable password '® disabled "' enabled

Login message

Authentication Standard UAM ) Cleartext UAM L) Guest UAM L Kerberos UAM

Additional non-standard UAM modules Standard UAM=uams_dhx.so uamsdhx2.so (netatalk
default)

Kerberos Keytab Service name Realm FQDM

Log file .| leave empty to log through syslog daemon
Log level default:note (netatalk default)
Volume preset for all
no preset v
volumes
Database path ...| fvarinetatalk/CNID/ (netatalk default)

Save

4 Return to index page

Once your global settings are configured, return to the Netatalk AFP Server by clicking Return to index page.
Note: If creating an AFP share from an AWS or other cloud storage, be sure to add port 548 for AFP traffic.
3. If you had not created an AFP Volume already, you could have selected Create new volume in order to

create/configure your AFP Volume. You can also select Create new Volume Preset in order to set standard
settings for your volume. However, best practice is to create volumes from the Volumes and LUNSs tab.
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23| AFP Volumes "“ {§ volumes and LUNs *

Medule Config

Netatalk services are running.

Installation and User Guide

Netatalk AFP Server

|Restar[ Netatalk sewiceg| Click this button to restart netatalk s

Stop Netatalk Services

Click this button to stop netatalk ser]

Volumes
Create new volume.

Volume name
] AFPVolume1

IAFPPool1/AH

| Delete selected volumes |
(Create new volume,)

Volume Presets

Module Config Create new Volume
Settings.
Volume preset | no presst v

Hame
Path
Exsended atributes  auto (netatalk celault)
Read Only | no {netatalk defaul) ¥
Soarch DB | no inetatalk defaiy) ¥
Unix Privileges | yes (netatalk default) «
The following is only relevant if Unix Privileges are aet to yes® Enter values in octal format (e.g. 07T77)
File permissions
Directory pemissions
umask
Time maching support | no (netatalk defx) ©
Password
Valid ussrsigroups Users
Groagss
Invalid users/groups Users

No volume presets defined.

Create new volume preset,

User Home Volumes
No user home volumes defined.

Create settings for home volumes.

Global Configurations and Options

e Conig Create new Volume Preset
Settings
Name
Extended atributes 240 (netatalk delmdt)
Read Only | ro inetatalk defadty v
Search DB | ne inetatalk defadt) v
Unix Privileges | yes (netatalk default) *
The falioning is cnly éevant if Unix Privileges o sef 20 yes' Enfer vaives in octal formaf (e.g. O7TT)
Filer permisaicns
Directory parmissions
umask
Tima machine support | re (netatalk delad) +
Pasyword

Valld usersigroups Ussrs

Invealicl usstel growps Usars

Groups

3

Show current users

gy

Server Options

4 Retun to Webmin Home

As we have created a volume, click the Volume Name to enter the Edit Volume screen.

Maodule Config

Metatalk services are running.

|Restan Netatalk Services| Click this button to restart

| Stop Netatalk Services |

Volumes

Create new volume.

Volume name
AFPVqunw

Delete selected volumes |

Create new volume.

Volume Presets

No volume presets defined.

Netatalk AFP Server

netatalk services using fetc/init.d/netatalk restart

Click this button to stop netatalk services using /etc/init.d/netatalk stop

Path
[AFPPool1/AFPVolume1

Configurations Help &

4

Uses preset

Settings from Volume creation will carry over. However, you can change any settings required from here.
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Module Config Edlt VOIUme Configurations Help

Settings o

Volume preset | no preset v
Path |;AFPPool1/AFPVolume1 o

Name |AFPVolume1

Extended attributes | auto (netatalk default) v
Read Only e
Search DB | no (netatalk default) v
Unix Privileges |yes (netatalk default)
The following is only relevant if Unix Privileges are set to yes' Enter values in octal formaf (e.g. O777).
File permissions | 0777
Directory permissions 0777
umask [0777

Time machine support |yes v 6

Password

Valid users/groups |Jsers
Groups e
Invalid users/groups |Jsers
Groups
Read only users/groups |Jsers
Groups
Read write users/groups |Jsers
Groups

Hosts allow | 0.0.0/0

1. Presets:

A preset is a set of parameters for a new AFP volume that you do not have to configure. Rather than re-entering
each setting, you can select a preset to populate all the required/desired fields. Presets are created via the
Create New Volume Presets option under Netatalk AFP Server. If no presets are available, enter the data
manually.

2. Name:
The name of the fileshare to be created.

3. Path:
The path used to connect to the new share.

4. Extended Attributes:
Extended attributes on OS X allow applications to store additional metadata alongside data files. Here you can
determine whether this additional metadata should be stored.

5. Read Only:
Govern whether files within the share are editable or read-only.

6. Search DB:

If enabled, Search DB can speed up searches via CatSearch significantly in special cases: It then uses a
separate database (db) that's normally used by netatalk to remember the correlation between a file and the
"CNID" . It can use that db to look up items by name, making this lookup much much faster than performing a
directory tree walk to match the names.

7. Unix Privileges:
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Enables Unix Privileges for AFP permissions.

8. Time Machine/Time Machine Password:

Mac OS X 10.5 (Leopard) added support for Time Machine backups over AFP. Two new functions ensure that
backups are written to spinning disk, not just in the server's cache. Different host operating systems honor this
cache flushing differently. SoftNAS and Netatalk offer Time Machine support, allowing backup and recovery
of your files. To enable this for the volume in question, switch Time Machine Support to "yes", and provide a
password.

9. Users and Groups:

Configure users and groups who will have access to the data and applications stored within the file share.

Note: The Edit Volumes screen contains the same options as Create New Volume, if you elected to skip the
volume creation process above. An AFP Volume can be created from within AFP Volumes as well. Again, best
practice is to create volumes from the Volumes and LUNSs tab.
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iISCSI LUNs and Targets

Sharing block devices via iSCSI is a common way to make network-attached storage available. An iSCSI LUN

is a logical unit of storage. In SoftNAS Cloud®, the basic storage LUN is a volume that is accessed as a block
device. The block device volumes have a mount point in the Linux /dev/zvol filesystem because they are disk

block devices.

For example, a storage pool naspool1 with volume name lun01 would be named /dev/zvol/naspool1/lun01 as
its mount point. These device references are links to Linux block devices used to access the volume's raw data
blocks via iSCSI.

iSCSI targets are used by iSCSI initiators to establish a network connection. The target serves up the LUNs,
which are collections of disk blocks accessed via the iSCSI protocol over the network. A target can offer one or
more LUNs to the iSCSI clients, who initiate a connection with the iSCSI server.

For example, VMware vSphere or Windows connects to the iSCSI server and retrieves a list of available
targets. Then, for each target, the list of its published LUNs are available for use.

To share a volume as an iSCSI target:

1. Create a new volume and choose the Block Device option as shown below as by default. The new volume will
be shared as an iSCSI LUN upon creation. The block device volume is automatically added to the default iISCSI
target.

Note: The mountpoint for block device volumes is named LUN_lun1 (in the example below). Block device
volume mount points always use the prefix LUN_ followed by the user-assigned volume name, to distinguish
LUNSs from regular filesystem volumes. Block devices are comprised of a sparsely-allocated file named
lundata.dat. So for a pool name naspool and block device volume named lun1, the full mount point path is /
naspool1/LUN_lun1/lundata.dat. These LUN names are automatically maintained by SoftNAS Cloud® and
shown in the iISCSI Targets configuration panel, as well as the Volumes list.

For more information on creating a volume, refer to the Configuring Volumes section.
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Create Volume
General Snapshots

1. Choose a VWolume Name and Storage Pool

Volume Mame: i5CSI

Storage Poal: raidpool

2. Chooze Volume Type

() Filesystem (MFS, CIFS)

3. Choose Storage Provisioning Options

Storage Pool. ..

@ Block Device (iSCSI LUNM)

Share a5 iSCSI LUN

i) Thin Provision - dynamicaly allocate space as it is needed

@ Thick Provision - preallocate space from storage pool now

Thick Velume Size

Volume Size: 10

4. Choose Storage QOptimization Options

GB o

Lk

[C] Compression  (saves disk space, requires more CPU)

[] Deduplication  (eliminates duplicates, uses more memory)

Sync Mode: standard

Create Cancel

Installation and User Guide

Note the default is Thick Provision, which reserves space for the LUN at time of creation. Alternatively, choose
Thin Provision, which will create a "sparse" LUN that only consumes space as it is actually used.

iISCSI LUN volumes can be shared by applying LUN Targets to the storage.

This can be done directly at time of Volume creation, when selecting Block device (iSCSI LUN). It can also be
done after the fact, via the iSCSI LUN Targets applet.

Applying The Target at Volume Creation Time
1. From Volumes and LUNS, click on Create.

2. Follow the standard instructions for creating a new Volume, and select Block Device (iSCI LUN).

The LUN Targets tab is displayed.
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Create Volume

General Snapshots LUN Targets

Choose a Target to Go With "our LUN

i5C5I LUM Target:

Ingtructions

lUse this tab to choose which target gets applied
to the newly created iSCI LUN volume.

Alternatively, you can click on the iSCI LUM Targets
shortcut located under Storage in the Storage Administration
panel to the left of the page to open the iSCI LUM Targets applet.

You can then switch between these two tabs without losing your
progress, and make the apropriate changes to your target setup.

Create Cancel

3. Select the appropriate LUN Target from the dropdown.
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Choose an i5CI LUN Target ®

Target
iqr. 2013-02.com, softnas:storage. target1

Cancel

!
m
[
s

Applying The Target Using the Applet
1. Log on to SoftNAS StorageCenter.

2. In the Left Navigation Pane, select the iSCSI LUN Targets option under the Storage section.

The iSCSI LUN Targets panel will be displayed. From here, configure and share storage using iSCSI.

Copyright ©2017 SoftNAS, Inc.



EESoftNAS Installation and User Guide

CcLOuD’

g' Il SoftNAS StorageCenter(T! x W}

L C' | 3 b#ps//172.16.0.5/softnas/storagecenter/
"B c & ;
Bs,.SEE!’:!f‘E, STORAGECENTER N SoftNAS Cloud®, version 3.3.3 |_Product Registration - unregistered product | | Feature Request |
Copyright © 2012-2015 SoftNAS, LLC. All Rights Reserved. Click Create host SoftNAS
— r— Target
Storage Administration @ (=] iSCSI LUN Targets *
IE o/ oshboord " iscst configuration
nhoar @ Create Target () AddLUN Z# Modify Settings 3¢ Delete
(=253 Storage
ﬂ Volumes and LUNs LUN Device Path Allowed Initiators Username / Password Write Cache
& Storage Pools Target: iqn.2015-07.com.softnas:storage.target2
3 CIFS Shares ®
. WFS Exports
(=) Disk Devices
(=) iSCSI LUN Targets
LéiSCSI SAN Tnitiators ¥ Click iSCsl
7 SnapReplicate™ | SNAP H& LUN Targets
B & Settings to openiSCSI
# (] Documentation Configuration.
Log out
Page |1 of 1 = Displaying1-1af 1

3. By default, an empty iSCSI target will be presented for you. However, if you need more than one, click Create
Target.

Once the target is created, either double-click the empty target, or click Add LUN.

[=] iSCSI LUN Targets *

iSCSI Configuration

(8} Creats Targst Modify Settings 3§ Delete

LUN Device Path Allowed Initiators Isername [ Password Write Cache

Target: ign.2015-07.com.softnas:storage.target2

® "~ )

The iSCSI Add A LUN dialog box will be displayed.

4. Either select the volume's block device from the dropdown (which will show available volumes)...
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Add a LUN

Volume Blockdevice: Jdevizvolftestl /LUN_testvolumel e
Choosa a volume's block device to associated with the LUN
[C] Create new device

Cancel Add LUN

...or check the box for Create a New Device, and enter the path, and the desired size to associate with the LUN.

Add a LUN A
Choaose a volume's block device to associated with the LUN
Craate new davice
EE;IE'" path to Mew | ey zvol ftestl /LUN_testvolumel
Size in MB: 10000
Cancel Add LUN
5. Click Add LUN to link the block device to the iSCSI Target as a LUN.
The LUN is created and added to the target.
You may have to refresh the screen for the targets to present themselves.
i5CSI Configuration ISCSI Server Status iSCSI Server Control
G} Create Target @ Add LUN Modify Settings §& Delete ’a Running .# Restart @ Stop O Start
LUM Device Path Allowed Initiators Username [ Password Write Cache
Target: ign.2013-02.com.softnas:storage.targetl
(= /raidpool/LUN_volumel/lundata.dat Unrestricted network access Mo authentication required on
(= /raidpool/LUN_volume2/lundata.dat Unrestricted network access Mo authentication required on
Target: ign.2013-02.com.softnas:storage.target2
I'él Jraidpool/LUN_isCsI/lundata.dat Unrestricted network access Mo authentication reguired on

Note: Publish any number of block device volumes via a single iSCSI target. However, you can use the Create
Target button to add new targets as needed.
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Target Settings and Options
Each iSCSI target can be configured to restrict access to one or more iSCSI client IP addresses. It can also be
configured to require authentication using a user name and password.

1. To do so, on the iSCSI LUN Targets panel, select the LUN target and then click the Modify Settings option in
the tool bar.

EESoftNAS STORAGE CENTER™

Storage Administration “ % Welcome * || (gg) ISCSILUN Targets = click Mndifv sEttings
4= 05T Cagic )
I Dastboard ® Creste Target () Add LN
375 Storage
ﬂ Volumes and LUMNs LUM Device Path
& storage Pools
31 CIFS Shares
—., NF5 Exports
| Disk Devices
i) I5CST LUN Targets Select Target
mm (5051 SAN Initators
|E5 Fie System
¥ SnapRepicate
@ i setings
@ ] Documentation

el Server Stats ISCSI Server Contral
@ Ruming £ Restart (@) Stop (0) Start
Usemame | Password Write Cache

arget: iqn.2013-02.com.softnas:storage.targetl

[devfzeol/naspooll /lunl Unrestricted network acoess Ho authentication reguired on

The Modify Target Settings dialog will be displayed.

Modify Target Setings for: ign.2013-02.com.softnas:storage.targetl ®
Settings

[¥] Enable write cache (asynchronous writes)

Allowed Initiators: | (3
Comma-separated initiator st or CIDN; e.g., 172.16.150.0/24 (empty to allow al))

User Name: o

User Password: 0

Optional access credentials Click Save

2. In the Settings section, check the box in the Enable Write Cache field. This provides the option to cache
incoming iISCSI write requests for faster 1/0 operations.

3. By default, targets have unrestricted access from any IP address. To restrict which iSCSI initiators are allowed
to connect to the target, enter one or more comma-separated |IP addresses (or DNS names, if using DNS) in

the Allowed Initiators text entry box. Use the CIDN notation to provide a range of network addresses; e.qg.,
172.16.150.0/24 restricts access to iSCSI initiators in the 172.16.150.* subnet only.

4. In order to use login credentials while accessing the target, enter the user name in the User Name text entry
box.
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5. Enter the password in the User Password text entry box.
6. Click Save.

Note: To skip login credentials to the access target, then simply leave the User Name and User Password fields
blank.

7. Once the required changes are made, click Save.

8. To enforce the changes, click Restart on the iISCSI LUN Targets panel.

To access the iSCSI target and its LUNs, make use of an SCSI initiator from another system on the network.

For more information, refer to the SoftNAS Reference Guide or the operating system reference guide
associated with an iSCSI initiator.
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iISCSI CHAP Authentication

ISCSI uses CHAP authentication, as shown in the example VMware vSphere iSCSI Initiator setup below.

1. After setting an iSCSI User Name and Password in the iSCSI Target, use the same credentials in the CHAP
authentication for the iSCSI initiator.

(%7 15CS] Initiator (vmhba33) Properties

General | Network Configuration  Dynamic Discovery | Static Discovery |

Send Targets

RS RES F] CHAP Credentials |

251 Server L E
192 168.0.23¢ “5 The CHAP secret and Mutual CHAP secret must be different,

—CHAP (target authenticates host)
B | Selectopton: |

¥ Use initiator name

Mames |u:|n. 1998-01.com.vmware:ezaeus-145a8cce

Secret:

I5'.*.H.!l*.*.H.!l*.*.H.!l*.*.H.!l*.!KE!!KE!!KE!!KE!!KE!H

[ Inherit from parent

—Mutual CHAP (host authenticates target)

Select option: ILJse CHAP EI

™ Use initiator name
Mame: Ipmknpis J
Secret: |

™ Inherit from parent

0K Cancel | Help

Add... | Remove Settings...

Close Help

A

2. In the VMware vSphere ESXi example below, there are several iISCSI datastores.

View: |Datastores Devices

Datastores Refresh  Delete Add Storage... Rescan All,
Identification . | Status | Device | Drive Type |
datastore Le & Normal Local ATA Disk (t10.4TA___ WDC_WDE00ID2D00LSAD W Mon-55D
Ha_WVOLUME_1 & Normal IETIiSCSIDisk:1 Nan-550
B HA_VOLUMEZ & Normal IETISCSI Disk (L10.IET____ 000200010000000000000000000000000000000000000000):1 Non-550
i3 HA_VOLUMES3 & Normal IETISCSI Disk (t10.JET_____000300010000000000000000000000000000000000000000):1 Non-550

4| |
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3. The following shows a fully-configured iISCSI Software Adapter in VMware vSphere ESXi.

Device | Tvpe | W |
isC5I Software Adapter
@ vmhba33 i5C5I iqn.1998-01.com.ymware:ezasus-145a8ome: |
82801GB /GR/GH (ICH7 Family) Serial ATA Storage Controller IDE
{& wvmhbao EBlock SCSI
Details
vmhba33 Properties. ..

Madel: ISCSI Software Adapter

ISCST Mame: igr. 1993-0 1, com,. vmware;ezaeus-145a8cce

ISCSI Alias:

Conmected Targets: 3 Davices: & Paths: &

View: |[Devices Paths

Marne | 1dentifier | Runtime Name | operation,
| IETISCSI RAID Ctlr (t10.IET___ 00030000000.. t10.JET__ 0003000000000000000000000000000000000000000000... vmhba33:C0:T2:L0 Mo_l..l_l'lted
IETiSCSI Disk (E10.JET____ 000300010000000..  t10.JET____ 0003000100000000000000000000000000000000000000.., vmhba33:C0:T2:L1  Mounted
IETiSCSIRAID CHr (t10.IET____ 00020000000..  t10.IET____ 0002000000000000000000000000000000000000000000... vmhba33:C0:T1:L0  Mounted
IETiSCSI Disk (£10.IET___ 000200010000000..  t10.ET___ 0002000100000000000000000000000000000000000000.., vmhba33:C0:T1:L1  Mounted
IET iSCSI RAID Ctir t10.IET______0001000000000000000000000000000000000000000000... wmhba33:C0:To:L0  Mounted
IETi5CSI Disk t10.IET_____ 0001000100000000000000000000000000000000000000... wmhba33:C0:To:L1  Mounted
1] | =

4. The corresponding iISCSI LUN Targets configuration is visible from the SoftNAS Cloud® server side.

Note: Different user names and passwords may be used for each target. In this example, there are no IP
restrictions for the allowed initiators (any initiator is allowed to connect). The range of initiator IPs allowed to
connect can be restricted in addition to requiring a user name and password.

45 Welcome *|| ZE Getting Started *| % SnapReplicate™HA * || (=) i5CSI LUN Targets *|

i5CSI Configuration ISCSI Server Status iSCSI Server Contral
{E} Create Target @ Add LUN E}’ Modify Settings 34 Delete 'i' Running .# Restart @ Stop O Start
LUM Device Path Allowed Initiators Username [ Password Write Cache

Target: ign.2013-02.com.softnas:storage.targetl

(= [ftank/LUN_volume/lundata.dat Unrestricted network access prokopig [ s on

Target: ign.2013-02.com.softnas:storage.target2

(mml ftank/LUN_volume2/lundata.dat Unrestricted network access lakag | wemmmma on

Target: ign.2013-02.com.softnas:storage.target3
(= [ftank/LUN_volume3/lundata.dat Unrestricted network access lety [ exeeses off
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Snapshots in StorageCenter

Snapshots to Keep Recovery Copies of Your Data
Use of Snapshots is a great practice to keep archived copies of point-in-time data on your SoftNAS volumes that
can be accessed at a later time, if needed from the Snapshot volume.

Snapshots can be taken manually (one at a time, not recommended) or set as part of the local network's regular
maintenance settings in SoftNAS StorageCenter (recommended best practice).

1. In the Volumes and LUNs section, click the Snapshots tab (at the bottom of the open window).

The Snapshots section of the dialog will be displayed.

Storage Administration R «¥ Welcome == Getting Started I n ¥olumes and LUNs I

=N
M Drashboard Yolumes
3 Storage @ Create 24 Edit 3 Delete é{ Snapshaots {-‘E“ Refresh  ap| Active Direckary
f_‘i Wolumes and LUNs Wolumne Mame Storage Pool Skatus % Used  TotalUsed 5 Used by Snap Used by Dat Free Space  Total Space  Provisioning — Opbimizations  Type  Mountpoin
é’- Storage Paals MTest3 MwTest1 '-;g' CMLINE 0% 0.0G gk 138K 58.60G 59.5G Thin Dedup file...  fMwTest1]

72 CIFS Shares
. MFS Exports
(=) Disk Devices
|=/15CSI LUM Targets
|==|i5CSI 54N Initiators
File System
.+ SnapReplicate™ HA
4 G Settings Page |1 | oft fo Displaying 1 -1 «
&[] Documentation
el Log out ¥Yolume Snapshots

@ Create Snapshot $€ Delete Snapshat Create Writable Yolume Clone from Snapshot

Creation Date | Time Snapshot Mame Space Referenced by Snapshot  Walume Starage Paol
Sun Mow 16 15:00 2014 hourly1 o MTests MwTest1
Sun Mow 16 12:00 2014 hourly2 a MTest3 MwTest1
Sun Moy 16 9:00 2014 hourly3 o MTest3 MwTest1
Sun Moy 16 6:00 2014 hourly4 o MTest3 MwTest1
Sun Moy 16 2:00 2014 weeklyl o MTests MwTest1
Sat Mow 15 18:00 2014 hourlys 1] MTests MwTest1

Overview

Volume snapshots are automatically created based upon the chosen schedule. The maximum number of
snapshot copies determines when older snapshots are pruned and eliminated.

2. Click Create in the Volumes (top half) section of the pop-up window. Fill out the required fields before
continuing to the Snapshots tab.
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Create Yolume *
General Snapshots

1. Choose 3 Yolume MName and Storage Pool

Yolurne Mame: Ml QA

Storage Pool; MwTestl Storage Poal,..

2. Chooze Volume Type

@ Filesystern (MFS, CIFS) () Block Device (iSCSILUN)

| Export wia MFS | Share via CIFS

3. Chooze Starage Provizioning Options

@ Thin Provision - dynamically allocate space as it is needed

() Thick Prowision - prealocate space from storage pool now

Thick “aolume Size

4. Chooze Starage Optimization Options |

S Compression (saves disk space, requires more CPUY
Deduplication  (eliminates duplicates, uses more mermory )

Sync Mode: standard b

reake Cancel
3. Switch to the Snapshots tab at the top.

4. In the Volume Snapshot Configuration section, check the box in order to enable the scheduling of volume
shapshots.
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Create ¥Yolume *

General Snapshots

“olume Snapshot Configurstion

| Enable scheduled volume snapshots

Snapshot Schedule: | Default v Schedules...
Default
24x7

Scheduled Snapshot Reter MaximumSnapshats

Set the maximum numb Business ies to maintain;

Horly: 10 3

Diaily: & o

Weekly: |1 3

Instructions

Volurme snapshiots are autornaticaly created based upon the chiosen
schedule, The raxirnurm number of snapshot copies determines when alder 1
snapshots are pruned and eliminated.

Hourly snapshots ocowr an the hour at the hourdy times specified in the
schedule,

Daily snapshiots occur at 1:00 a.m. each day on the days specified,

Weekly snapshots occur at 2:00 a.m. once per week on the day of the week | |
specified,

Creake Cancel r

4. In the Scheduled Snapshot Retention Policy section, set the maximum number of scheduled snapshot
copies to maintain in the Hourly, Daily and Weekly fields by either manually entering the value or by using the
scroll bar to increase or decrease the value.
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[ ¥Yolumes and LUNs

Create ¥Yolume X
General Snapshots

“Yolume Snapshot Configuration

V| Enable scheduled volume snapshots

Shapshot Schedule: Default v schedules, .,

Scheduled Snapshot Retention Palicy

Set the maximum number of scheduled snapshot copies to maintain:

Hoirly: 10 $
Draily: 6 3
Weekly: |1 3
Instructions

Yaolume snapshots are automatically created based upon the chosen
schedule, The maximurn number of snapshot copies determines when older |
shapshots are pruned and eliminated,

Hourly shapshots occur on the hour at the hourly times specified in the |
schedule,

Daily snapshots occur at 1:00 a.m. each day on the days specified, |

Weekly snapshiots occur at 2:00 a.m, once per week on the day of the week | ]
specified, |

Create Cancel |

Note:

* Hourly snapshots occur on the hour at the hourly times specified in the schedule.

* Daily snapshots occur at 1:00 a.m. each day on the days specified.

» Weekly snhapshots occur at 2:00 a.m. once per week on the day of the week specified.
5. Click Create at the end.

The new volume is created with preferred Snapshot settings.
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Advanced/Performance Configuration

Regardless of platform, occasionally higher-quality management tools can only be accessed through Advanced
Configurations for Performance considerations. This guide provides instructions and recommendations for value-
added support with the SoftNAS Cloud® package.

MTU 9000

Active Directory Configuration

Configuring Read Cache and Write Log
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MTU 9000

To increase throughput and performance, it is recommended to use MTU 9000 instead of the default MTU 1500.
In order to use MTU 9000, all network switching and routing elements between the SoftNAS Cloud® VM and the
client device must support MTU 9000.

Note that for MTU 9000 to work properly, it must be configured on all physical switch ports, routers, host servers
and virtual switches (and within SoftNAS Cloud® network interfaces). Be sure to verify networking paths and
hosts end to end in order to use MTU 9000 (or it can actually reduce performance and potentially cause packet
loss or retries if not configured properly).

EC2 Users - Due to the specific ways in which EC2 physical servers and networking infrastructure are
configured, some of the physical hosts support jumbo frames, and others do not. On physical hosts that support
jumbo frames, AWS will push the 9001 MTU setting through to the virtual machines on that physical host. On
the ones that don't, AWS will not push that 9001 MTU setting. This info is tucked away in AWS docs at Amazon
Docs Instance Types "The maximum transmission unit (MTU) for an instance depends on its instance type. The
following instance types provide 9001 MTU (jumbo frames): CC2, C3, CG1, CR1, G2, HS1, HI1, 12, and M3. The
other instance types provide 1500 MTU (Ethernet v2 frames)."

For example:

'SOftNAS VM, ethl <=> vSwitch <=> VM host physical NIC <=> Physical switch |

iports <=> VM host 2 NIC <=> vSwitch 2 <=> Client VM

For MTU 9000 to work, all virtual and physical switch ports must be configured for MTU 9000, as well as the
virtual machine client's (or VMkernels, if client is running on VMDK).

Within SoftNAS Cloud®, to configure MTU 9000 to be persistent upon reboot, simply follow the steps given
below.

1. Log on to SoftNAS StorageCenter.
2. In the Left Navigation Pane, select the Network Settings option under the Settings section.

The Network Settings panel will be displayed. Configure and manage all network configuration from here.

EESoftNAS

Storage Adminisirabon L ww Welcome , NF5 Exports g ISC5 SAN IndBators m ISCE LUN Targets e Hetwork Setings
=]

: Module Config 5 H Search Docs
£ Uporade o Fro ’ Network Configuration SR
|/ Cashbonrd

= ) Horage

% SnapReplcae = / iy
= 5 Semimgs ._.—'] j)/ 1.1?\;?

= Gemny Staned MHetwork Interfaces Raouting and Gateways Hostname and DHS Client Host Addresses
15 Schadulss

Charge Password E b B . - rauting o ag tha r soubd it
- Apply Configuration fit boot time interface and fauting settings, as they nomally would be after a rebuot
o erbarod Metwork Interfaces em inaccessible via the network, and cut off access to Webmin
'rlc'wd

{3} System Services

@sveemee | Network Settings

3. Click the Network Interfaces icon.

The Network Interfaces section of the panel will be displayed.
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Click Activated at Boot
Madule Index Network Interfaces

Actve Now | Activated at Boot
InMerfaces lishel ated when the system boots up. and will generally be active now 100

Select all. | lwert selection. | Add a new mterface. | Add a new bonding Intedace. | Add Vian Tagged Intedface | Add a new brdge. | Add a new address range

F— L —_ [T —_—

] ethi Ethemat 172.16.150.101 255 255 2550

Select all. | Invert selection. | Add a new interface. | Add a new bonding Intedace. | Add \Vian Tagged Interface | Add a new bridge. | Add a new ad
[ Delate Selected intedaces | | Delete and Apply Selacted interfaces | | Apply Selected Interfaces |

Select Interface

48 Return to network configuration

4. Click the Activated at Boot tab.
5. Select the network interface (eth1) in the list of the interfaces.

The Edit Bootup Interface section of the panel will be displayed.

Module Index

Edit Bootup Interface

Boot Time Interface Parameters

Name ethl
Activate at boot? @ ves ) Mo

IPv4 address ) No address configured
) From DHCP
) From BOOTP
@ Static configuration |Pvd address 172 16 150 101
Netmask  |255 255 255.0 _
Broadcast ) Automatic @ [172.16.150.255
IPv6 addresses

@ |Pv6 disabled
) From IPv6 discovery

© Static configuration [[EIETIEE Netmask

Hardware address @& pefayt © |

(sae] [Soe oot

& Relunl click Save and Apply

| | Delete and Apply | | Delete |

6. In the MTU field, change the value from default to 9000. In order to do so, check the option for the text entry
box and enter the value 9000 in the text box.
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7. Click Save and Apply.

8. Back in the Network Interfaces panel, click the Active Now tab.

Click Active Now

Network Interfaces

Activated at Boot

in this table will be activated when the system boots up, and will generally be actie now 100

Select all. | lnwert selection. | Add a new interface. | Add a new bonding Interface. | Add Vian Tagged Interface | Add a new bridge. | Add a new address range
[r— C— [T P — [T ErE— IPvE address
] eth1 Ethemet 172 16.150.101 255255 2550

| Select Interface

| Dalete Selectad Intedaces | | Delete and Apply Selected Interaces | | Apply Selected Interfaces |

& Retum 10 netwark configuration

9. Select the interface name (eth1).

The Edit Active Interface section of the panel will be displayed.

Module Index Edit Active Interface
Name ethl IPv4 address iﬂz 16.150.101
Netmask i255_255_255_0 Broadcast 1172.16.150.255

IPv6 addresses @ IPv6 disabled

@ IPv6 enabled |[&EL DG Netmask

_ | 64
MTU 9000 @ Status @ Up © Down
Hardware address q5-50-56-AC1E-20 Virtual interfaces 0 (Add virtual interface)
Network link status Connected Interface speed 10000Mb/s , Full duplex

- Click Save interfaces

10. In the MTU field, enter the value as 9000 in the text entry box. This will change the current network interface
value to MTU 9000. Be sure that all switching paths are configured to support MTU 9000 before making this
change (or risk losing connectivity).

11. Click Save.

Configuring VMware vSphere for MTU 9000

Before enabling jumbo frames, ensure the following are true:

» The physical server's network interface card and network switch can support jumbo frames (MTU 9000)
* The switch ports of all routers and switches between SoftNAS Cloud® and VMware vSphere hosts are
properly configured for MTU 9000.

VMWare ESX/ESXi support frames up to 9 Kb (MTU 9000).
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In order to use jumbo frames support configuration is required end to end.
These commands are good for ESX/ESXi 5.0 and later:

1. Log into host with the VMware vSphere client.

2. Select the physical host to make changes to and click on the host IP.

3. Choose the Configuration tab.

4. Select the Networking option under Hardware.

5. Select properties on the vSwitch to be configured.

6. When the vSwitch is selected, the MTU set will become visible under Advanced.
7. Set Properties. The default is 1500.

8. Click Edit on the bottom while the vSwitch is selected.

9. On the General tab there is a box labeled Advanced Properties

10. Change the MTU here from 1500 to 9000 and click OK.

Also change the MTU for the VMK (VM kernel).

In the same vSwitch Properties box select the first VMK listed.

11. The MAC address and MTU are listed under NIC Settings.

12. Click Edit for the first VMK

13. On the properties dialogue box that pops up set the MTU in the NIC settings box on the General tab to 9000
and click OK

14. Repeat this for all VMKs under the virtual switch
15. Close the vSwitch properties dialogue and repeat for any remaining vSwitches

Be sure to set the SoftNAS Cloud® network interface to accept Jumbo Frames / MTU 9000, as described
above.
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Active Directory Configuration

Integration of SoftNAS Cloud® into Active Directory enables domain users to more securely share files and
data in a corporate environment. Authentication is managed by Active Directory (AD) via Kerberos. Kerberos
tickets are issued to users authenticated to AD. When a user accesses a CIFS share managed by SoftNAS
Cloud®, the ticket is then verified with AD to ensure it is authentic and valid before allowing access to the shares.
Windows user IDs and groups (e.g.,Domain Users) are transparently and dynamically mapped from AD into
SoftNAS Cloud® and Linux, making access seamless for Windows users.

When integrated into a domain environment, SoftNAS Cloud® becomes another member server of the domain -
like any other Windows server joined to the domain.

Authorization and granular access controls are available to manage the level of access available to various users
and user groups.

The following sections detail how to configure SoftNAS Cloud® for integration with AD and how to troubleshoot
and resolve common issues that can arise during AD integration.

On Linux, Samba is used to provide access to CIFS for access from Windows-based systems. Samba uses a
program called winbind, which binds Windows authentication and identities (e.g., AD users and groups) with
Linux, and automatically maps Windows users and groups to Linux users and groups.

Please use the following process to integrate AD with SoftNAS Cloud® and Linux with Samba.

Configure AD using the Active Directory Wizard. This enables integration automation with AD.

After entering some basic networking details to enable SoftNAS Cloud® to communicate within the AD
environment, SoftNAS Cloud® will automatically set up the integration with AD, and will even run a final
verification stage to ensure that everything is working smoothly.

1. From Volumes and LUNS, click on Active Directory.

The AD Wizard instructions are displayed.
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Connect to Active Directory
Ej Instructions
Wndo#s Server Please follow the on-screen instructions to connect to Active Directory.
Actve Urectary By connecting, you can assign permissions to groups already defined in

Active Directory.

Press the "Next" button to continue...

Cancel

Previous Mext Finish

2. Click on Next.

3. Provide the domain name of the active directory domain controller, and then click on Next.

Connect to Active Directory
. Active Directory Domain
v Please enter the Active Directory domain name {e.g., mydomain.com}.
v
L 4
Domain Mame: |Snﬁnasdeu1

Press the "Next" button to continue...

Cancel

Previous Mext Finish

Copyright ©2017 SoftNAS, Inc.



EESoftNAS

cLOUD" Installation and User Guide
4. Enter the active directory NetBIOS Domain.

Note: The NetBIOS domain name is required for interoperability with older computers and services.
Connect to Active Directory *

- NetBIOS Domain
Please enter the Active Directory NetBIOS domain name (e.qg., MYDOMAIN).

CLs

Domain Mame: snftnasdevl

Press the "Next" button to continue...

Cancel Previous Mext Finish

5. Enter the FQDN of the domain controller.
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Connect to Active Directory #
- Domain Controller Fully Qualifed Domain Name
v Please enter the Fully Qualified Domain Name (FQDN) of the domain
< controller (e.g., myhaost.mydomain.com).
v
FOICH: de01.softnasdev.local
Press the "Next" button to continue...
Cancel Previous Mext Finish

6. Provide the AD administrator credentials.

Connect to Active Directory #

Domain Administrator Credentials

The Active Directory administrator credentials are needed to access the
Active Directory groups.

Please enter and verify the administrator credentials below.

Admin User ID:
Admin Password:

Verify Password:

Press the "Next" button to continue...

Cancel Previous Mext Finish

7. Enable the required groups.
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Connect to Active Directory *

o Enable Groups
Please select the groups you wish to enable.

STOQTATIIE 1R L[]

CLs

B P T .

SOFTNASDEV/domain computers
SOFTNASDEV/ cert publishers
SOFTNASDEV/domain users
SOFTNASDEV/domain guests
SOFTNASDEV/ras and ias servers
SOFTNASDEV/domain admins
SOFTNASDEV/schema admins
SOFTNASDEV/ enterprise admins
SOFTNASDEV/group policy creator owners

o a e VW il ¥ o PO [ PR VA (PN | RS | L pqu e

Press the "MNext" button to continue...

Cancel Previous Mext Finish

8. Click on Finish.
Connect to Active Directory *

Finish Connecting to Active Directory
Active Directory setup successfully!

Cancel Presious Mext Finish
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If connecting SoftNAS instances in a High Availability pairing to Active Directory, you must perform the
process above twice, once on each node. Active Directory configurations do not carry over to the second node

automatically because the target node's NAS services (amongst others) are not running while the node is
dormant. Settings cannot be automatically triggered upon takeover. In order for the second instance to remain in

Active Directory after a failover the second node must be added as well.
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Adding Domain Controllers as DNS Server for SoftNAS

In order to integrate AD with the SoftNAS Linux operating system, the first step is enabling the SoftNAS Linux
system to resolve host names into IP addresses for the Active Directory controller, DNS server(s) and the
SoftNAS Linux system itself (so you can use host names instead of IP addresses in the following steps).

You need to verify that your hostname and DNS are set up correctly:

1. In the Storage Administration Pane on the left, navigate to General System Settings -> Networking >
Network Configuration > Hostname and DNS client and Host Addresses.

Storage Administration <« :-‘4 Metwork Settings

=~y | . . .
1/ Dasnboare Module Config Network Configuration

2 = Storage

[W volumes and LUNs . o~
& storage Pools [~ é? "7\‘\(3\}

23 CIFS Shares

Search Docs

NFS Exports Network Interfaces Routing and Gateways Hostname and DNS Client Host Addresses
33 AFP Volumes
(=) Disk Devices Apply Configuration Click this button to activate the current boot-time interface and routing settings. as they normally would be after a reboot. Warning - this may make

- your system inaccessible via the network, and cut off access to Webmin
(== iSCSI LUN Targets

(=)i5CSI SAN Initiators
/=] UltraFast Storage Accelerator
% SnapReplicate™ | SNAP HA

£ Administrator
@D schedules
Lai Change Password
-5 Identity and Access Control
nFH’EWEH
&@ Licensing
C;'E‘ Network Settings D

4 General System Settings
-@-S\,‘stem Services
0 System Time
@SUftware Updates
r_‘;;U:erAccounts

¢ (L] Decumentation

e Log out

2. The DNS for SoftNAS, when integrated within an Active Directory environment, should be the domain
controllers (like any other member server in the domain).

Begin by configuring your Hostname and DNS Client lookup for the SoftNAS server. Note that the Hosts file

is configured to be used first for name resolution. In our examples, we use a domain name "SOFTNAS.local"
and our domain controller and DNS is 172.16.150.1 on the local data center network. Our example host name is
"SoftNASTEST".

::-4 Network Settings

Module Index Hosthname and DNS Client

DNS Client Options
Hostname |SoftNASTEST

7 Update hostname in host addresses if changed?

Resolution order | Hosts file v
DNS v
v
v
DNS servers |172 16 150 1 Search domains ' Mone '® Listed .

172.16.151.101 SOFTNASDEWV. local

Save
| VTR

& Retumn to network configuration
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3. Upon clicking Save to set the selected configuration, you will be returned to Network Configuration. Click Host
Addresses.

&4 Network Settings

Search Docs..

Module Confi ; ;
ocHe e Network Configuration
V4 >
Network Interfaces Routing and Gateways Hostname and DNS Client Host Addresses

Apply Configuration Click this button to activate the current boot-time interface and routing settings, as they normally would be after a reboot. Warning - this may make
your system inaccessible via the network, and cut off access to Webmin.

4. To create each host table entry, click on the Add a new host address link.

@4 Network Settings

Module Index Host Addresses
Select all. | Invert selectiun@dd a new host addre@

IP Address Hostnames

127.0.0.1 SoftNASTEST , SoftNAS

=1 SoftNASTEST |, SoftNAS

127.0.0.1 SoftNASTEST , SoftNAS

=1 SoftNASTEST |, SoftNAS

5. Fill in the form that appears, then press

05_4 Metwork Settings
Module Index Create Host Address

Host and Addresses
IP Address |172.16.150.1

Save| | Delete

# Retumn to host addresses list

Create.

6. Repeat for both the Active Directory and SoftNAS host entries so your final host table looks similar to this:
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Module Index Host Add resses
Select all. | Invert selection. | Add a new host address
IP Address Hostnames

[[1127.0.01 localhost | localhost localdomain | localhostd | localhostd localdomaind

[l localhost | localhost localdomain . localhosts | localhoste localdomaing

[[1172.16.150.1 WIN-00B96QS0OC4A4 SOFTNAS local | softnas_local | SOFTHNAS LOCAL | SOFTHAS

[ 172.16.150.50 softnastest softnas.local , softnastest | SOFTMNASTEST

Select all. | Invert selection. | Add a new host address

[ Delete Selected Host Addresses ]

% Return to network configuration

In the above example, the IP address of the Active Directory controller is 172.16.150.1, so its FQDN is entered
(WIN-00B96QS0C44).SOFTNAS.local, along with the "realm" name "SOFTNAS.LOCAL" in lower-case, upper-
case and just the domain name "SOFTNAS". The next entry maps the IP address of the SoftNAS Linux host's IP
address 172.16.150.50 to FQDN "softnastest.softnasdev.local", "softnastest" and "SOFTNASTEST".

7. Restart the network system to ensure the new DNS resolution rules are in effect.

Note: Anytime you change the DNS or network settings, be sure to either issue a service network restart
command as the root user or reboot SoftNAS with a sync; sync; reboot sequence to restart the network
subsystem so the new settings will take effect.

8. Verify the host mappings work correctly from a command line (on the SoftNAS host via SSH or a console).
You may also want to verify that your host entries are correct by pinging them with "ping" commands that confirm
each mapping is correct. If these host name lookups are incorrect, other steps which follow will fail. Take a
moment to verify the host mappings are working as expected for best results.

If you prefer to do this verification via the StorageCenter Ul, you can use the following screen to do so. To reach
the Command Shell screen, choose Settings > General System Settings, which will open a new window with

access to the full Webmin console, then choose Others > Command Shell.

Be sure to specify the "count” of pings using the "-c 4" switch (or the command will run indefinitely and not
return).
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®
CLOUD
€& =& C f | Bb#ps//172.16.0.102/webmin/ w7 O
Login: system Moduie Corfig Command Shell
I Webmin > ping 172.16.0.182 c-4
" System ping: unknown host c-4
! Servers > ping 172.16.0.182 -c 4
= G PING 172.16.9.102 (172.16.8.102) 56(84) bytes of data.
Command Shell 64 bytes from 172.16.8.102: icmp_seq=1 tt1=64 time=8.821 ms
Custom Commands 64 bytes from 172.16.8.102: icmp_seq=2 ttl=64 time=8.857 ms
File Manager 64 bytes from 172.16.8.102: icmp_seq=3 ttl=64 time=0.836 ms
HTTP Tunnel 64 bytes from 172.16.8.102: icmp_seq=4 ttl=64 time=08.835 ms
Perl Modules

PHP Configuration

Protected Web Directories --- 172.16.0.102 ping statistics ---

SSH Login 4 packets transmitted, 4 received, 8% packet loss, time 3001ms

System and Server Status rtt min/avg/max/mdev = 8.821/0.037/0.0857,/0.013 ms

Text Login

Upload and Download
[ Metworking Enter a shell command to execute in the text field below. The cd command may be used to change directory for subsequent commands.
b Hardware |Execute command:| |

|Execute previous command| ping 172.16.0102 c 4 ¥ ||Edit previous

|» Cluster
b
P

Un-used Modules

£ View Module's Logs
£ System Information
5 Refresh Modules
@ Switch user..
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Configuring Kerberos to Connect to Active Directory

1. Log on to SoftNAS StorageCenter.

2. In the Storage Administration pane on the left, select Settings > Identity and Access Control > Kerberos.

Storage Administration <
=2 -
IQ{ Dashboard
= =] Storage
ﬂ Volumes and LUNs
& storage Pools
_..'{;' CIFS Shares
. WF5 Exports
23 AFP Volumes
(=) Disk Devices
(&) iSCSI LUN Targets
(=) i5CSI SAN Initiators
[=] UltraFast Storage Acceleratc
=) SnapReplicate™ / SNAP HA
@ 5 sttns: )
tratur
@ Schedules
L Change Password
@ Identity and Access Control

. idmapd daemon
[=] LDAP Server

[ @ Kerberos

Firewall
ﬁ Licensing
&4 Network Settings

% General System Settings
-@- System Services

@ System Time

4@ software Updates

)

The Kerberos5 Configuration panel will be displayed.
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&# Network Settings [ Kerberos

Module Config Kerberos5 Configuration

Log files
Default log file |jyar/log/krbSlibs.log
KDC log file | jyar/log/krbSkde.log

Admin server log file | jyarlog/kadmind.log

Default Configuration

Realm |EXAMPLE.COM
Domain name | example.com
Default domain name

Use DNS to lookup KDC Yes '® No

KDC |kerberos.example.com

Admin server kerberos example.com

Update Configuration
3. Enter the the full Active Directory server name in upper case in the Realm text entry box; e.g.,

YOURDOMAIN.COM, MYDOMAIN.LOCAL.

4. Click the Update Configuration button.

In the above example, SOFTNAS.LOCAL is the full domain name. Log in to a command shell using SSH,
SoftNAS Console (VMware) or use the Command Shell. To access the command shell from within the SoftNAS
Ul, go to Settings > General System Settings, which will open a new window with access to the full Webmin
console, then choose Others > Command Shell.
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Login: system

Webmin
System

Servers

@nmmand Shell)

Custom Commands

File Manager

HTTP Tunnel

Perl Modules

PHP Configuration
Protected Web Directories
S5H Login

System and Server Status
Text Login

Upload and Download

Metworking
Hardware

Cluster

Un-used Modules

Search:

Once in the command shell, (whichever method you use) issue the following commands:

"kinit" is used to log in as the AD administrator. Note that for best results use the actual domain administrator, not
a user with domain admin rights.

[root@softnas]# kinit -p administrator
Enter the password for administrator@SOFTNAS.LOCAL

Next, list the Kerberos ticket, which proves you successfully logged into AD.
[root@softnas]# klist
You should see something like:

Ticket cache: FILE:/tmp/krb5cc_©
Default principal: administrator@SOFTNAS.LOCAL

Valid starting Expires Service principal

01/21/13 17:26:12 01/22/13 03:26:20 krbtgt/SOFTNAS.LOCAL@SOFTNAS.LOCAL
renew until 01/22/13 17:26:12
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Configuring Read Cache and Write Log

SoftNAS Cloud® provides the ability to add Read Cache and Write Log devices to a storage pool. Read Cache
provides an additional layer of cache, in addition to RAM memory cache. The Write Log provides a cache for
incoming writes to be written temporarily to high-speed storage, then later staged to lower-speed spindle-based
storage. SSD is recommended for both Read Cache and Write Log.

Important: The Write Log becomes a critical element of the storage pool, so it is highly recommended to

always use a RAID 1 mirror for Write Log (that way, if a write log device fails, the storage pool won't be at risk of
invalidation because the write log is now an integral part of the pool).

1. Click the Storage Pools option under the Storage section in the Left Navigation Pane.

The Storage Pools panel will be displayed with the list of all the existing storage pools that are already allocated.

2. Create required storage pools as previously defined.

Creating Storage Pools

3. Verify that disk drives are available that have not been assigned to other storage pools.

Note: These should be high speed drives: SAS or SSD.

Y R — Bk D

(SN

o Crenin 4§ Dgard iy teport 3 Cwinim i Road Cache ol WrRe iag  eDe ot ipare = kebean

Stormoe Pood e 5 Lseet Fre Spmoe Tots Somcn et %
s W are X i 1w 18
SATAZ) i e 198 L MO TET L8

Pl Girbads
» SurtPooisods () sew oo Sous () Tee Drece 0w (T)Put Device Onirw [ apiace Devcs. == e e
P S [T R Bivied W Cratimm Bvery  Raad 0PY e 0 P I L e

BT

(N AT
a

4] |

Click Details

4. On the Storage Pools panel, click the Details tab in the lower panel.
5. Verify that no log or cache listed under Pool Devices.
6. Select the Storage Pool to which to add Read Cache / Write Log.

7. Click the Read Cache option in the toolbar.
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The Add Read Cache to Storage Pool dialog will be displayed.

Add Read Cache to Storage Pool x

Choose dek(s) to use for cache, then press Add Cache

1. Croose Sal Servce(s) and mwronng opton

Pool Name: SAS01

Choose cache device(s) for this storage poot

| 7 Duk Dervice Dol A mlablity

Ve Avalable for Use (8 )
[ idevjsck Avalable for Use

2. Croose Optoes

[ Force use of the device

Instructions: | Choose one or more cache devices, then press "Add Cache’
button.

Click Add Cache

8. Select the disk to use for Read Cache.
9. Click the Add Cache button.
10. For the Write Log, select the storage pool and click the Write Log option in the toolbar.

Note: Repeat the steps for Write Log just like the steps in the Read Cache.
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View the presence of Log and Cache devices in the Storage Pool Detailstab

ERSoftNAS STORAGE CENTER™

EOPEE MAmatraton g wel c | g OekOe = | b Storaprs.. =
om
I Basrbeard el
T Forace R Creats dF Bxpand @y teport B Oolew @ ReadCache gl wemsnsy lsrotiome @ Rebesh
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7% Bragheghone Hod (Page [t [ofy b MR
g e - — - —
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How to Migrate Data Disks to a New SoftNAS VM

You may need to migrate data disks, along with their associated storage pools and volumes, from one SoftNAS
instance to another. Examples of such cases may be:

» Copy or move data from one SoftNAS VM to a different site or location.

» Copy or move data from one SoftNAS instance on Amazon EC2 to a different region (different data center).

* Restore a data image from backup (not common, but one of the valid use cases one should always be prepared
to handle). For example, you may have EBS volume images snapshots saved on Amazon EC2, and want to
migrate a backup copy into a new SoftNAS instance.

SoftNAS contains a feature known as Storage Pool Import. The Import feature scans the attached data disks to
identify any pools that are currently offline that are eligible to be imported and made active again. This feature is
also handy should you ever accidentally delete a pool.

To move one or more storage pools (with its associated volumes) from one SoftNAS instance to another, follow
the steps given below.

1. Make sure that there are no active workloads on NFS shares, CIFS shares or iSCSI targets making use of the
storage pool and volumes.

Note: Do not attempt to move a volume that's active or data loss could occur.

2. Detach the inactive disk devices from the SoftNAS VM or EC2 instance.
* On Amazon EC2, use the Detach option for each EBS volume that you want to move. Refer to the
Attaching and Detaching Volumes section for more information.
* On VMware, remove each virtual hard disk from the VM using the Settings dialog.

3. Copy or move the disks (as appropriate) to the destination (if required).

4. Attach the disk devices to the new SoftNAS VM or EC2 instance.
* On Amazon EC2, use the Attach option for each EBS volume.Refer to the Attaching and Detaching
Volumes section for more information.
* On VMware, add each virtual hard disk to the VM using the Settings dialog

5. Log into the destination SoftNAS StorageCenter user-interface.

6. In the Left Navigation Pane, select the Storage Pools option under the Storage section.

7. Click the Import option in the toolbar.

The Import Pools dialog will be displayed.

It has two sections labeled Deleted Pools Available for Import and Foreign Pools Available for Import.

The Foreign Pools listed (if any are present)are storage pools created on a different SoftNAS system.

8. If the pools are ready to import, there will be a button labeled Import <poolname>, where poolname will be
the pool that's available to import. Click that button.

9. You will need to select the Force Import checkbox, to force the system to import foreign pools from another
system.

10. For each volume, configure the volume's Snapshots to use the desired schedule.

Note: They are not imported automatically, but can be manually copied from the old system by copying the
snapshots.ini and schedules.ini files in the /var/www/softnas/snserver folder.
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11. For each NFS and CIFS share you want, create the appropriate NFS exports and CIFS shares (they are not
imported automatically.)

12. For each iSCSI target (if any), define the appropriate iISCSI devices and targets.

Note: They are not imported automatically, but can be manually copied from the old system by copying the file /
etc/tgt/targets.conf to the new system, then restart the iISCSI Server.

The data disks will now be ready for use.
13. Click the Refresh button on the Storage Pools panel.

14. Similarly, navigate to the Volumes and LUNs panel and view the volumes.
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Setting Up SnapReplicate and SNAP HA™

About SoftNAS SnapReplicate and SNAP HATNI

Setting up SnapReplicate provides replication of data between SoftNAS Cloud® instances for greater

redundancy. SNAP HATM, on the other hand, adds an additional layer of protection by providing load balancing
between SoftNAS Cloud® instances.

10.0.0.0/16 ANY AWS REGION

ZONE A ZONEB
Public Subnet Public Subnet
10.0.0.0/24 Web 10.0.1.0/24

Server

‘) 10.0.101.1 ‘-). -
| \\J .t\-} % |
. |
10.0.101.2
| SoftNAS HA @), SoftNASHA =/ |
I Controller A P Ik\ .y Controller B
I NFS _F__d__,.—f"f I I Exﬁ""-.__ﬂ_ NES (NAS clients across I
'c£| & I T3 s any number of zones) I
I S IHFF I I ii‘f;'
| | — |
| App | | App Other |
I Servers | I Servers Servers |
l Private Subnet I l I

10.0.100.0/24 / } \ \ Private Subnet

10.0.101.0/24

"y a®
----------------------------------------------------------------------------------------------------------------------

For in-depth information on SoftNAS High Availability functions, consult SoftNAS High Availability Guide

Overview

The following are required for a successful SNAPReplicate and SNAP HATNI

setup.
If setting up SNAPReplicate using Elastic IP addresses:
* Create virtual network (public and private subnets)

* Deploy 2 instances into the private subnets (into different regions for greater redundancy)

If setting up SNAPReplicate using Virtual IP addresses:
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* Create virtual network (create separate private subnets.)

* Deploy 2 instances into the private subnets (into different regions for greater redundancy)

Launching SoftNAS Cloud® Platforms

* Configure SoftNAS SnapReplicate.

The following is required for a standard SoftNAS SnapReplicate and SNAP HATM

implementation:
If setting up SNAPReplicate using Elastic IP addresses:

* Create virtual network (public and private subnets)

* Deploy 2 instances into the private subnets (into different regions for greater redundancy)

If setting up SNAPReplicate using Virtual IP addresses:

* Create virtual network (create separate private subnets.)

* Deploy 2 instances into the private subnets (into different regions for greater redundancy).

Launching SoftNAS Cloud® Platforms

™

» Configure SnapReplicate and SNAP HA "™ using SoftNAS StorageCenter.

Once the StorageCenter interface has been accessed, set up the Disk Devices, Storage Pools, and Volumes
that will be required for HA.

SoftNAS Cloud® Configuration

Note: When setting up storage pools for replication, they have to have the same name. Otherwise, replication will
not work properly. Also, create a volume on the source-side node.

For more in depth setup information on setting up SnapReplicate, see SnapReplicate.

To review how to set up SNAP HATM, see SNAP HATM.
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SnapReplicate

The first step in preparing a SnapReplicate deployment is to install and configure two SoftNAS Cloud®
controller nodes. Each node should be configured with a common set of storage pools with the same pool
names.

Note: Only storage pools with the same name will participate in SnapReplicate. Pools with distinct names on
each node will not be replicated.

For best results, it is recommended (but not required) that pools on both nodes be configured identically (or at
least with approximately the same amount of available total storage in each pool).

In the following example, we have a storage pool named naspool1 on both the nodes, along with three volumes:
vol01, vol02 and websites. In such cases, the SnapReplicate will automatically discover the common pool
named naspool1 on both nodes, along with the source pool's three volumes, and will auto-configure the pool

and its volumes for replication. This means you do not have to create duplicate volumes (vol01, vol02, and
websites) on the replication target side, as SnapReplicate will perform this action.

Source Mode Current Status Target Mode

£
- “" =

naspooll naspooll
vol01, vol02, websites vol01, vol02, websites

Other important considerations for the SnapReplicate environment include:
* Network path between the nodes
* NAT and firewall paths between the nodes (open port 22 for SSH between the nodes)
* Network bandwidth available and whether to configure throttling to limit replication bandwidth
consumption

Note that SnapReplicate creates a secure, two-way SSH tunnel between the nodes. Unique 2048-bit RSA
public/private keys are generated on each node as part of the initial setup. These keys are unique to each node
and provide secure, authenticated access control between the nodes. Password-based SSH logins are disabled
and not permitted (by default) between two SoftNAS nodes configured with SnapReplicate. Only PKI certificate-
based authentication is allowed, and only from known hosts with pre-approved source IP addresses; i.e., the
two SnapReplicate nodes (and the configured administrator on Amazon EC2).

After initial setup, SSH is used for command and control. SSH is also used (by default) as a secure data transport
for authenticated, encrypted data transmission between the nodes.
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Be prepared with the IP address (or DNS name) of the target controller node, along with the SoftNAS
StorageCenter login credentials for that node.

To establish the secure SnapReplicate relationship between two SoftNAS Cloud® nodes, simply follow the
steps given below.

1. Log into the source controller's SoftNAS StorageCenter administrator interface using a web browser.
2. In the Left Navigation Pane, select the SnapReplicate option.

The SnapReplicate page will be displayed.

SnapReplicate(tm) Overview

Source Node Current Status Target Node

No replication is defined
o Click on “Add Replication” to get started °

Mo Replication Defined

Control Panel
ction = @ Add Replication | |24 Modify Settings Delete Replication {f’;‘ Refresh
Task mmand Current State Start End Last Command Last Start Last End Active
raidpool /LUN_iSCSI SnapReplicate SMAPREPLICATE-COMPLETE 2014-08-12 9:18:02 2014-08-12 9:18:02 SnapReplicate 2014-08-12 9:17:02 2014-08-12 9:17:04 Mot running
raidpool /LUN_volume1 SnapReplicate SMAPREPLICATE-COMPLETE 2014-08-12 9:18:03 2014-08-129:18:03 SyncImage 2014-08-12 9:17:01 2014-08-12 9:17:05 Mot running
raidpool /LUN_volume2 SnapReplicate SMAPREPLICATE-COMPLETE 2014-08-12 9:18:04 2014-08-12 9:18:04 SyncImage 2014-08-12 9:17:02 2014-08-12 9:17:05 Mot running

3. Click the Add Replication button in the Replication Control Panel.

The Add Replication wizard will be displayed.
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Instructions

Please follow the on-screen instructions to add a new replication relationship.

SnapReplicate mirrors volume data from one SoftNAS instance, or node, to
another. Snapshots from the local source node are transferred to a
corresponding replica volume on the remote target node.

SOURCE NODE TARGET NODE

8—-?-—3

Press the "Next" button to continue...

Click Next

Previous L Next | Finish

4. Read the instructions on the screen and then click the Next button.
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Add Replication *
Remote SoftNAS Node
SnapReplicate creates a connection to a remote target SoftNAS node.
4 Please enter the IP address or DNS host name of the target SoftNAS node.
Hostname or IP address: 172.16.1.100| 9
Press the "Next" button to continue...
Click Next
Cancel Previous

5. In the next step, enter the IP address or DNS name of the remote, target SoftNAS Cloud® controller node in
the Hostname or IP Address text entry box. Note that by specifying the replication target's IP address, you are
specifying the network path the SnapReplicate traffic will take.

There are two ways to set up AWS EC2 nodes for high availability. Previously, only Elastic IPs could be used.
Private HA is now supported, using Virtual IPs. A Virtual IP is a HUMAN ALLOCATED IP address outside of the
CIDR (Classless Inter-Domain Routing) range. For example, if you have a VPC CIDR range of 10.0.0.0/16, one
can use 20.20.20.20. This will then be added to the VPC Route Table, and will be pointed to the ENI device
(NIC) of one of the SoftNAS HA Nodes. A private high availability setup is recommended, as it allows you to host
your HA setup entirely on an internal network, without a publically accessible IP. In order to access your high
availability EC2 cluster, an outside party would need to access your network directly, via a jumpbox, or VPN, or
other solution. This is inherently more secure than a native Elastic IP configuration.

To connect the nodes, the source node must be able to connect via HTTPS to the target node (similar to how
the browser user logs into StorageCenter using HTTPS). HTTPS is used to create the initial SnapReplicate
configuration. Next, several SSH sessions are established to ensure two-way communications between the
nodes is possible. SSH is the default protocol that is used for SnapReplicate for replication and command/
control.

Whether using a Virtual or Elastic IP setup to create a SnapReplicate relationship between two EC2 nodes, the
source node must be able to connect via HTTPS to the target node (similar to how the browser user logs into
StorageCenter using HTTPS). HTTPS is used to create the initial SnapReplicate configuration. Next, several
SSH sessions are established to ensure two-way communications between the nodes is possible. SSH is the
default protocol that is used for SnapReplicate for replication and command/control. When connecting two
Amazon EC2 nodes, use the internal instance IP addresses (not the the human allocated virtual IP outside
the CIDR range mentioned above, or the Elastic IP, which is a public IP). That's because the traffic gets routed
internally by default between instances in EC2 by default. Be sure to put the internal IP addresses of both EC2
instances in the Security Group to enable both HTTPS and SSH communications between the two nodes.
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To view the internal IP address of each node, from the EC2 console, select Instances, then select the instance -
the Private IPs entry shows the instance's private IP address used for SnapReplicate.

For example:
Node 1 - Virginia, East (zone 1-a) Private IP: 10.120.1.100 (initial source node)
Node 2: Virginia, East (zone 1-b) Private IP: 10.39.270.23 (initial target node)

Add the following Security Group entries:

Type Security Group Entry
SSH 10.120.1.100/32
SSH 10.39.270.23/32
HTTPS 10.120.1.100/32
HTTPS 10.39.270.23/32

VMware: Similarly, it is important to understand the local network topology and the IP addresses that will be

used - internal vs. public IP addresses when connecting the nodes. ALWAYS USE THE INTERNAL/PRIVATE IP
ADDRESS.

6. Click the Next button.

In the next step, provide the target node's admin credentials.

Add Replication *

Target Admin Credentials

The SoftNAS StorageCenter administrator user id and password are required
in order to interconnect the two SoftNAS nodes.

m Please enter and verify the target SoftNAS admin credentials below.

Remote admin user ID: softnas o
Remote admin password: [ o
Verify admin password: sasesssndl o

Enter the target administrator credentials.

Then press the "Next" button to continue... Click Next

Cancel Previous
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7. Enter the administrator's email id for the target node in the Remote Admin User ID text entry box.
8. Enter the administrator's password for the target node in the Remote Admin Password text entry box.

9. Re-enter the administrator's password for the target node to confirm the same, in the Verify Admin Password
text entry box.

10. Click the Next button.

The IP address/DNS name and login credentials of the target node will be verified. If there is a problem, an error
message will be displayed. Click the Previous button to make the necessary corrections and then click the Next
button to continue.

Add Replication e

Finish Replication Setup
- You are ready to finish adding the new replication relationship.

When you press the 'Finish' button, the system wil automatically generate
private/public keys and securely interconnect the two SoftNAS nodes.

Next, mirroring wil be initiated from the source node to the target node - for
storage pools that exist on both source and target systems.

Afterwards, ongoing replication of data changes wil occur on a regular basis
automatically.

You can monitor the progress of the replication setup completion and
ongoeing operation in the Replication Control Panel and Replication Log.

Press the "Finish" button to activate replication now...

Click Finish

Cancel Previous

11. In the next step, read the final instructions and then click the Finish button.

The SnapReplicate relationship between the two SoftNAS Cloud® controller nodes will be established. The
corresponding Synclmage of the SnapReplicate will be displayed.

The Synclmage compares the storage pools on each controller, looking for pools with the same name.
For example, let's say we have a pool named "naspool1" configured on each node. Volume discovery will
automatically add all volumes in "naspool1" from the source node to the replication task list.

For each volume added as a Synclmage task, that volume will be created on the target node (if it exists
already, it will be deleted and re-created from scratch to ensure an exact replica will be created as a result of
Synclmage). The Synclmage then proceeds to create exact replicas of the volumes on the target.

After data from the volumes on the source node is mirrored to the target, once per minute SnapReplicate
transfers keep the target node hot with data block changes from the source volumes.
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The tasks and an event log will be displayed in the SnapReplicate Control Panel section.

SnapReplicate(tm) Overview

Source Node Current Status

VY
1 {

10.61.175.18 Source MNode (Primary)

Replicaton Control Panel

~ | Action + 0 Add Replication Modify Settings  §8 Delete Replication é Refresh
Task Command Current State
raidpoolLUN_iSCST SyncImage MIRROR-COMPLETE

raidpool fLUN_volume 1 Syncimage MIRRCOR-COMPLETE

raidpool LUN_volume2 Syncimage MIRROR-COMPLETE

Target Node

) -

10.218.173.74

4P Add SNAP HA Delete SNAP HA
Start End
2014-08-12 9:20:20 2014-08-12 9:20:21

2014-08-12 9:20:21 2014-08-129:20:23

2014-08-12 9:20:22 2014-08-129:20:23

Last Command

Last Start Last End Active
Mot running
Mot running

Not running

This indicates that a SnapReplicate relationship is established and the replication should be taking place.
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SNAP HA™

Before setting up SNAP HATM, set up SnapReplicate according to the guidance in Setting up SnapReplicate.
For more detailed setup instructions, check SNAPReplicate.

1. From the SoftNAS SnapReplicate panel, click on Add SNAP HATM,

2. Click Next on the Welcome screen.
3. Select the type of High Availability type to be used.

[ dd 1 igh Ruallabality X

High Availability Type
Choose the High Availability type.

High foailability type:
& Virual IP - SoftNAS Ooud can be deployed in 8 Rilly peivate VPC
subnet. A virtual IP address i an 1P autside the VPC subnet assigned to

the SoftMAS High Avallabiity pair. S0NAS Virtual 1P provides failower
routing. No additional bandwidth charges.

Elastic [P - Softhas Cloud s reguired o be deploved in a public VPC
mibnat. AWS EIP i2 mrau;ec 0 provide failceser. Additiona charges L
AWE will be incurred for inbound banchwidth to the ETR.

Choaose the High Availability type.

Then press the “Mext” button to continue...

Cance Previous

* Virtual IPs: SoftNAS Cloud® is now deployable in a fully private VPC subnet. This configuration has two
advantages - no public facing IP addresses makes storage more secure, and no inbound bandwidth charges
from AWS. This is the recommended setup for a more secure deployment.

* Elastic IPs: This is the traditional method of connecting AWS SNAP HATM. If using EIPs, SoftNAS Cloud®
can only be deployed in a public VPC subnet. AWS EIPs are leveraged to provide failover. Additional charges by
AWS are incurred for inbound bandwidth.

4. Add the Elastic or Virtual IPs of both the primary and secondary instances when prompted by the
SnapReplicate interface. As the Virtual IP option is recommended, it is shown below. The screen will be nearly
identical for Elastic IPs. When creating your Virtual IP, be sure that the IP chosen lies outside the chosen CIDR
block selected for the two replication nodes.
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Add High Availability

Virtual IP (AWS)

The Virtual IP provides routing of MAS client traffic (e.g., NFS, CIFS, iSCSI) to
an avallable NAS controller.

AWS/EC2 uses an Elastic IP or Virtual IF, VMware and other platforms use a
Virtual IP.

Please enter the Virtual IP below.
Virtual 1P (EIP): 1.1.1.1

Enter the virtual or elastic IP address.

Then press the "Mext™ button to continue... [}

Previous ezt Finish

5. Provide the administrator credentials if prompted.

Add High Availabality

AWS Master Credentials

Your AWS Access Key and Secret Key are required to automatically configure
HA for proper operation in the EC2 environment.

Please enter your AWS master credentials below.

AWS Acoess Key: I )

AIWS Secret Key: ]

Enter AWS master credentials.

Then press the "Next” button to continue...

6. Click on Finish.
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Add High Availability X
Finish HA Setup
You are ready to finish SNAP HA setup and confiquration.
when you press the 'Finish' button, the system will automatically download

and install the HA add-on module software, configure it and place both nodes
into HA mode,

You can monitor the progress of HA satup completign and ongoing
operation in the Replication Control Panel and Replisation Log.

Press the "FAnish” button to activate SNAP HA now...

Cancel Prevous Farish

At this point SoftNAS Cloud® will do all of the heavy lifting that is required to establish HA, without the need for
any user intervention. The process may take several minutes. After completion, the High Availability SoftNAS
Cloud® pair has been successfully set up across Availability Zones.
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Registering SoftNAS Cloud®

Registering the SoftNAS Cloud® product provides access to free, unlimited support during business hours.
multiple levels of support services to meet all levels of storage management needs. Upon initial sign-in, a pop-up
will prompt the user for account information required for support levels. Consult SoftNAS Support Page for the
most up-to-date information on support levels.

Registration Details

On the seventh day after deployment, the customer will be prompted to register their SoftNAS instance. The
prompt will appear as shown below. While he or she is not prompted after deployment, the user can register

at any time by clicking the red link in the upper right corner. If you do not register after seven days, the prompt
to register will begin to appear upon each login. However, you can select the "Do not show me this again"
option to prevent future registration prompts. Remember though, that foregoing registration means you will not
receive our free, unlimited business hours support. The red asterisks (*) denote fields required for a successful
registration; this menu may be returned to later. The business email address entered here will be the contact
information used for SoftNAS Cloud® monitoring reports.

Product Registration *
Registration is required to receive free, unlimited, business hours support.
This also qualifies you to receive support during your product tria
https://www.softnas.com/support/

Your profile: Your Company:
First Name*: I Platform: VMware
Last Name*: Account ID: |172.16.0.27
Job Function™: v Instance ID: | VMware-42 3f d0 be 10 02 23 6¢-5¢
Job Title: Company™*:
Business Phone*: Industry™: v
Business Email*: Address 1%:

Address 2:

[7] T do not have 2 Support Account. Please Create T
ity

Zip or Postal Code™:

State / Country™: v

Yes, Twould like to receive email notification for product upagrades and releases.
Yes, Twould like to receive email communications related to SoftNAS®, LLC including promotions and newsletters.

Do not show me this again.

Submit Mo thanks, I do not want support

Manual Registration Request

To return to the registration window after bypassing it at login, or to register immediately (prior to the prompts
provided on the seventh day and thereafter), click the hyperlink at the top right of the StorageCenter Ul for
Product Registration.

Note: Once the product has been successfully registered, this button will be disabled. Make use of the Feature
Request hyperlink for product suggestions.
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® ® i . N -
85’.25.&&!55 STORAGECENTER® SoftNAS Cloud®, version 3.4.0 Ctpl‘nduct Reqistration - unregistered product | | Feature Request |
Copyright @ 2012-2015 SoftNAS, LLC. All Rights Reserved. host SoftNAS
Storage Administration «
EE]
1n/ Dashboard
55 storage Product Feature

Registration Request

[ Volumes and LUNs
4 storage Pools

23 CIFS Shares.

L, NS Bxports

a3 AFPVolumes.

(=) Disk Devices
(=) i5CST LUN Targets
(=) i5CSI SAN Initiators
 snapReplicate™ [ SHAP HA
i settings
(] Documentation

@ Log out
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Microsoft Azure

Microsoft Azure is an Internet-scale computing and services platform hosted in data centers managed or
supported by Microsoft. It includes many separate features with corresponding developer services which can be
used individually or collaboratively.

SoftNAS Cloud® provides the network storage backbone needed for business critical cloud applications.

SoftNAS Cloud® for Microsoft Azure leverages the underlying storage devices of Azure. Multiple devices are
then organized into RAID configurations, increasing performance and throughput, and providing the ability to
recover from underlying physical disk failures. SoftNAS Cloud® provides the most durable, highest performance
NAS solution available for Microsoft Azure, and is the only Azure storage product that supports up to 16 PB of
Blob storage and high availability with a No Downtime Guarantee SLA.
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SoftNAS Cloud® provides the following applicable products:

» SoftNAS Cloud® Express (1TB of storage)
» SoftNAS Cloud® Standard (16 PB of storage)*
» SoftNAS Cloud® BYOL (Bring Your Own License)

Product Storage | Purchase License
SoftNAS Cloud® 1TB |Subscribe Embedded in platform
Express via Azure subscription or BYOL

Marketplace. |available from SoftNAS.

SoftNAS Cloud® | 16 PB [Subscribe Embedded in platform
Standard via Azure subscription or BYOL
Marketplace. |available from SoftNAS.

™

* SoftNAS SNAP HA "™ included with each product.

*When leveraging Azure Blob storage and multiple blob storage accounts.
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Recommended

Configuration Note

Compute

General Purpose

DS4v2 Standard / 8 cores

Standard: A good starting point in regards to
memory and CPU resources. This category is
suited to handle the processing and caching with
minimal requirements for network bandwidth.

High

DS5v2 Standard / 16 cores

Medium: Good for workloads that are read
intensive and will benefit from the larger memory-
based read cache for this category. The additional
CPU will also provide better performance when
deduplication, encryption, compression and/or
RAID is enabled.

Extreme

DS15v2 / 20 cores

High: This category can be used for workloads that
require a very high speed network connection due
to the amount of data transferred over a network
connection. In addition to the very high speed
network, this level of instance gives you a lot more
storage, CPU and memory capacity.

Memory

Base RAM - General
Purpose

28 GB /DS4v2 Standard/
Premium

Premium or Standard storage

Base RAM - High

56 GB /DS5v2 Standard/
Premium

Premium or Standard storage

Base RAM - Extreme

140GB / DS15v2 Standard/
Premium

Local SSD, large-scale use with increased RAM
caching, premium or standard storage

Additional RAM

1 GB per 1 TB of
deduplicated storage.

Recommended for best performance

e.g.: 50 TB deduplicated storage = 50 *additional* GB for deduplication tables

for best performance.

Storage

Boot Disk 30 GB Hard disk for Linux boot and system disk (included)

Data Disk - General Standard Azure Data Disks (DS Standard Series)

High IOPS Azure Premium Storage (DSv2 Standard Series)

RAID 10 Recommended for I/O-intensive applications and databases

RAID 5/6 Recommended for best space utilization (tradeoff: slower write performance)
Network

Up to 120 MB/sec -
1GbE

Less overhead cost

500+ MB/sec - 10 GbE

Better performance
(requires more resources)

Consider MTU 4000 configuration for optimal
performance

Note: As of version 3.4.8 SoftNAS does not support launching SoftNAS Cloud VMs on the classic portal. The

Azure Resource Manager (ARM) is the only supported platform.
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Listed below is a table representing the capabilities of the SoftNAS Cloud® for Microsoft Azure.

SoftNAS Cloud® Capacity

Configuration Note

Unlimited bandwidth

Editions
SoftNAS Cloud® 1TB Available as Azure subscription and BYOL from
Express SoftNAS.
SoftNAS Cloud® 16 PB Available as Azure subscription and BYOL from
Standard SoftNAS.
Free Tier DS3 Standard (100GB) |Limited performance and functions. Advanced
capabilities such as SnapReplicate and SNAP
HATNI are not available.
Memory
RAM Cache 1 GB to 100 GB Defaults to 50% total RAM for read cache
SSD Cache low-speed level 2 cache |Optional
Ephemeral Cache low-speed level 2 cache |Optional for read cache
Storage
Maximum Storage 16 TB/16PB 16 TB - Maximum usable block storage capacity on
Azure Marketplace, contingent on instance type.
16PB - Can be extended up to 16 petabytes by
leveraging multiple Azure Blob storage accounts.
# of Storage Pools Unlimited
# of Volumes Unlimited
# of Snapshots Unlimited
# of Snapshot Clones Unlimited
SnapReplicate Unlimited Pools & Volumes
SnapReplicate Throttle 56Kb/sec to

Active Directory

Kerberos Integration

Files and Directories Unlimited
Network

Schedules Unlimited

NFS Exports: Linux Default

iISCSI Targets Linux Default

CIFS Shares Linux Default

Firewall Ports:

22 (ssh), 443 (https)

Plus NFS, iSCSI, and CIFS, and AFP as required

IP Tables Firewall

Off by default

May be configured, but is not required. Use an
alternative method to set Security Groups unless
added firewall protection on SoftNAS Cloud®
instance is required.
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Create & Configure a Virtual Machine in Azure

Add the SoftNAS Cloud® VM from within the Microsoft Azure Management Portal, and associate it to a virtual
network.

1. From the Azure Management Portal, click on Marketplace.

New dashboar & Edit dashboan L) Share /" Fullscreen
Dashboard + New dashboard Edit dashboard £ Sh ” Ful

Service health
Resource groups MY RESOURCES

£ All resources -

Recent Help + support

‘ App Services

% st databases All resources

ALL SUBSCRIPTIONS
m Virtual machines (classic)

Marketpl
ol b X azaraprsaHl

& dloud services (classic) a Discover, purchase, and manage add-ons
and services from Microsoft partners

B virtual machines QA342346MAR21

B ca3sszaamarisr

f Subscriptions - snxcooltestaccl

- eyuxaiyibrjzurhelhvm

Browse
Feedback BB opresstest

! expresstest

> expresstest

== Azure dlassic

[ ] portal Bl softnasvm

2. Click Virtual machines. The Virtual machines dialog is displayed.

Marketplace

Everything
Virtual Machines
Web + Mobile
Data + Storage
Data + Analytics
Intemet of Things
Networking
Media + CDN

Hybrid Integration

Security + Identity

Developer Services

Management

3. The next step is to Choose an Image. Search for SoftNAS in the provided field. Choose the available
SoftNAS Cloud® release version that best fits the deployment scenario and IT budget.
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Everything
SoftNAS

Virtual Machines

Results
Web + Mobile

NAME CATEGORY
Data + Storage

X SoftNAS Cloud NAS Standard Azure Certified

Data + Analytics

. EE SoftNAS Cloud NAS - BYOL Azure Certified
Intemnet of Things

) TE SoftNAS Cloud NAS Express Azure Certified
Networking
Media + CDN

Hybrid Integration

4. Choose the available SoftNAS Cloud® release version that best fits the deployment scenario and IT budget.

Virtual Machines

Y

CATEGORY
EE SoftNAS Cloud NAS Standard Azure Certified
BE SofNAS Cloud NAS - BYOL Azure Certified

TR SofthAS Cloud NAS Express Azure Certified

Related to your search

Stonefly iSCSI + Scale Out NAS Cloud . iSCSI, NAS + "The Works" StoneFly . StoneFly Scale Out NAS Cloud Storage
‘ Drive 3 Cloud Drive 2 k4 g

Stonefly, Inc. =S5a Swonefly Inc.

5. Ensure the Resource Manager deployment model is selected, as it is required in order to provide for SoftNAS'
advanced features, such as high availability. Click Create.

8 SoftNAS Cloud NAS Standard

Free Trial enabled.

SoftNAS Cloud® NAS for Microsoft Azure is an enterprise-class, full-featured cloud NAS filer that
extends native Azure storage by combining multiple disks and layering on a full NAS feature set.
Safely migrate mission-critical applications to the Microsoft Azure cloud without a physical storage
appliance.

Quick and easy to deploy, any IT professional can install and configure complex features in minutes
without specialized training.

SoftNAS Cloud NAS supports the maximum storage capacity available on Azure compute instances.
SoftNAS Cloud NAS Standard Edition provides up to 16 TB on-demand from the Azure Marketplace.
For additional capacity beyond 16 TB, contact SoftNAS sales: https://softnas.com/contact

Key Features:
* On-demand SoftNAS Cloud NAS Standard Edition up to 16 Terabytes (TB) with 30-day free
trial
* Supports maximum storage capacity available on Azure compute instances—Contact SoftNAS

Select a deployment model @

Resource Manager

Create

Note: As of version 3.4.8 SoftNAS does not support launching SoftNAS Cloud VMs on the classic portal. The
Azure Resource Manager (ARM) is the only supported platform.
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Configuring VM Name/User Name and Authentication

Here the appropriate VM Name, user name, password, or public SSH key will be set. The user name must be
set as 'softnas’ or you will be unable to log into your instance. Other users can be created after initial login. If
security is a top concern, SSH should be used later to access the SoftNAS Cloud® instance with a Linux login
to set the password for User Name softnas. Additional users can be created within the SoftNAS Ul after initial

configuration.

To make the required settings, configure the network settings as described in the table below.

Parameter Description

Host Name Provide a unique name for the Host.

User Name Set to softnas. The User Name of softnas is required to login to the virtual
machine.
Note: As best practice for security, the password for the softnas account
should not be set through the Azure interface. SSH will be used to access the
SoftNAS Cloud® VM as a Linux login. The password will be created then.

Password You can set the Authentication type to Password, and provide a simpler
password for your initial SoftNAS login, but this is not as secure a method.

SSH Paste in the public key for an SHH key pair. For example, use ssh-keygen

on Linux or OS X, or Putty on Windows. For more information, see section
Generating SSH Keys.

Create virtual machine Basics

Basics

Name

MySoftNAS

Configure basic settings

Setting Size

User name

softnas

Authentication type

Passworc | S5H public key |

SS5H public key @

1:(bqu8?JhwnB(HRNE:KuZNxDQFsGT
nPOfivUB+2g6vDASLOFUvujnthw==
rsa-key-20160406

Subscription
Pay-As-You-Go

Resource group
Default-Storage-EastUS

Copyright ©2017 SoftNAS, Inc.
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Microsoft Azure includes a variety of pricing tiers designed to group compute resources together in bundles.
SoftNAS Cloud® provides recommendations of 3 commonly used Sizes for best possible product experience.
Other Sizes may be used based on user preference. Note that the A0 Size can be used as a perpetually free
offering with production limitations.

1. Click on Size. The Size screen is displayed.

Create virtual ma... Choose a size
Bran

) Prices presented below are estimates in your local currency that include Azure infrastructure
Basics applicable software costs, as well as any discounts for the subscription and location. Recommended
Done sizes are determined by the publisher of the selected image based on hardware and software
reguirements.

Size ) | View all
Choaose virtual machine size !
DS2 V2 Standard DS3 V2 Standard
Cores 4 Cores
GB
g

ety

28GB

Load balancing Load balancing Load balancing

Béeaeh=

2
7
e
i}
¢
iz}

Premium disk support Premium disk support Premium disk support

3162 oo 2349 -

DS4 V2 Standard DSH1_V2 Standard DS12 V2 Standard
8 Cores 2 Cores 4 Cores

28 B 14 B 28 e

Select

Note: Ephemeral storage offered on Azure is for caching purposes only, NOT for storage. When planning your
deployment, do not consider ephemeral storage as part of your storage requirement calculations. Ephemeral
storage is used to improve read and write-cache performance for your instance. Ephemeral storage is listed as
Local SSD in a given VM Size.

DS1.V2 Standard DS2_V2 Standard DS3_V2 Standard
Core 2 Cores 4 Cores

GB GB

T
2 g 8

3200 g 640 g 12800

Load balancing Load balancing Load balancing

Premium disk support Premium disk support Premium disk support

o H7.62 oo 349 -

2. Use one of the suggested Size, or browse other pricing tiers to meet budgetary and data needs. Click Select
when your selection is made.

Optional Features (Settings)
Copyright ©2017 SoftNAS, Inc.
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You can now apply optional settings, including Disk Type, Storage Account, Network, and more. Here you
can associate the SoftNAS Cloud® VM to an existing virtual network or create a new virtual network specifically
for the SoftNAS Cloud® VM.
1. From the Create VM Blade, click on Settings.

Create virtual machine

Settings

Configure optional features

2. Under Settings, click on Virtual Network. The network settings are displayed.

Settings Choose virtual network Create virtual network

Name

KaiTest

Storage Create new
Disk type @

Premium (55D) <. myVNET Address space

10.21.10.0/24

Storage account @ 10.21.10.0 - 10.21.10.255 (256 addresses)

expresstest
zdbbttjcrjtcasaddiskvm expresstest

Subnet name

default

Network ... ijsoftnas-vnet

Subnet address range @

10.21.10.0/24
10.21.10.0 - 10.21.10.255 (256 addresses)

Virtual network @

softnas-ms %»oy mihajlo

Subnet @

default (10.2.0.0/24) MyVNEI' N

Public IP address @

myVNET
(new) MySoftNAS blob-gallery-0

Network security group @

3. Associate the SoftNAS Cloud® VM to an existing virtual network, or create a new virtual network.

Note: If creating a new network, simply provide a name for the virtual network. It is feasible to use the default
CIDR block and to use the default Microsoft Azure DNS server.
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In addition to naming your Virtual Network and assigning a CIDR block, you can also apply a subnet, a public IP
Address, a security group, etc. The menus are very similar in layout, and highly intuitive to use. Configure your
instance as required, using Azure Help Menu if you have any problems or questions.

O Y 7 &

New support request

orl

Manage support requests

Help + support

h Help + support
4

Privacy + terms

Show diagnostics s

Purchase
After performing optional configuration, validate and purchase the VM.

1. Click OK to accept any settings changes, and click OK again to validate the settings in Summary.

Create virtual machine Summary

@ \validation passed

Basics

Subscription Pay-As-You-Go
Resource group Default-Storage-EastUS
Location East US

Settings

Settings Computer name MySoftNAS

Done User name softnas

Size Standard A4

Disk type Standard

Storage account zdbbtticrytcasaddiskem
Virtual network myVMNET

Subnet Subnet-1 (10.0.0.0/24)
Public IP address (new) MySoftNAS
Metwork security group (new) MySoftNAS
Awailability set None

Diagnostics Enabled

Diagnostics storage account zdbbttjcrjtcasaddiskem

Summary
SoftNAS Cloud NAS Standard

2. On the next screen, review the purchase details and then click Purchase.
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Create virtual machine Purchase

Offer details

SoftNAS Cloud NAS
1.3500 USD/hr *
and
Standard A4
0.4800 USD/hr +
and

* Marketplace Offering: May not be purchased using Microsoft subscription credits or monetary
commitment funds and does not participate in discounts. These purchases are billed separately.

+ Azure Resource: May be purchased using Microsoft subscription credits or monetary commitment
funds and participates in discounts. Prices presented are retail prices and may not reflect discounts
assodated with your subscription.

Summary

So Cloud NAS Standard If you have previously purchased a free trial offering, your free trial period will run 30 days from the

date of your original purchase; all use thereafter will be billed at the standard rates listed above.

Terms of use

By dlicking “Purchase”, | (a) agree to the legal terms and privacy statement(s) associated with each
Marketplace offering above, (b) authorize Microsoft to charge or bill my current payment method for

Purchase

A new SoftNAS Cloud® instance will launch into Microsoft Azure.
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Adding Administrative Accounts

Service Administrator Account

Before adding block storage, it is important to note that you will require a properly configured service
administrator account in order to connect storage from within the Ul. Without these credentials, the storage
accounts you require will not be available.

To create an administrative Server account
1. To ensure you have a valid service administrator account, log into the classic Azure Management Portal with

administrative credentials:
https://manage.windowsazure.com

2. Once logged in, select Active Directory from the left-side menu.

Checi gut the niow porta

VITtLa .-.-
litest Wirtue Metwark
rmatt-ha Claugd service
Migration. KB Claud service
Migration-KB Virtual mathing
rihajlog Cloud service
mihajlod3se Virtusl maching
mustaphal Cloud service
mustaphaZ Claud service
mustaphastorage Storage Account
Mate.Support-Test Virtual Metweri
nefth Slarage Actount
portalvhdsxSpa 1a2triyd Starage Account
protest Slarage Accaunt
gaidTaprSagl Storage Acoount
SNDEMO West Virtual Metwork
SofNas-£ric Cloud sarvice

3. Find Default Directory (or the directory you are using) and select it as shown below.
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Microsaft Azure . Crerk ot the new porta

active directory
BRECTORY BOCESS CONTROL NAMESPACES MLLTI-FACTOR ALUTH FROVIDERS RIGHTS MAMNAGEMENT

MANIE STATUS ROLE SUBSCRIFTION

4. From Default Directory, select Users.

Installation and User Guide

DATACENTER REGROM COUNTR.., O

default directory

ROPRIIN U Dirociony | Mianage ficess | Bevlop Appicatons |

GET STARTED

Detault Directory
Your directory is ready to use.
Here are a few options to get started,
[ skip Owick Start the next time | visi

5. Find Add User at the bottom of the screen. Select it.

Copyright ©2017 SoftNAS, Inc.
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Microsoft Azune Check ouf the rew portal SN IEI}I devadmasofraccom

default directory
&3 USERS RS AF ATHOH DMAIN DIRECTORY INTEGRATION  CONFIGURE  REPORT CEMSE

Datauit Directory DISPLAY NAME USIR MAME SOURCED FROM b

B0 SEIS-eTA-4900- Boal 4D e il el BELANETD-.. =%

QL BOR-X'H 2

CloudTry Subscrip®an Addount SafMAS CleudTry @ deveamrdainid. somrosafosm Mcrasalt Aiuns Actve Direchcny
Eric Ofson e0sonEsoNras o SEVCE SigN Up - user
liry Sy St oo MWirasaft hiufe Actve Directeny
jimy Jmy2@sofnas.oom W orosoft daune Actve Directony
I ity @ hatms Lo ey BhatraLeom Mt seisant
pyTibing poyming goevadminsofinas.onmicosoft. oom Whornsoft dcure Actve Dirachony
0 epermiing! inermiing§iofinadcom Mferassh Azure Actve Ditectory
8.:,) Mo T8 boIE g S0 Mras oo Ntcrosalt Szure Actve Dirschory
il goodwin mgoadwin BHosna.oom SENVCH SIGF Up - USK
a-' Sthck Brady rhescdydsofings. com SEmvice SGr up « user
n SppRTRC sppEacEsonas.onm MAcrosoft Aguns Actve Dineciorny

6. A wizard will open. Enter your desired email and click the Next Arrow.
In the User Profile screen of the wizard, do the following:

a. Enter your name and a display name.

b. Specify the role of the user. Select Service Admin.

c. Click the Next Arrow.
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ADD USER

user profile

FIRST MAME LAST MAME
SOMeEOne iy
DISALAY NAME

MNewbie

ROLE
Service Admin v

MULTI-FACTOR AUTHENTICATION

I Enable Multi-Factor Authentication

7. Click Create.
B0 LISER

Get temporary password
The new uer someansZdevadminsoftnas. camcr otoft.com” will be ssigned & Eemparary passwond

that must be changed on first sign in. To displey the temparary password and to create the account
click Create.

| create )

8. Copy the temporary password, and click the check mark.

9. Log out of the administrative account, then log back in with the new user and temporary password. You'll be
prompted to create your own password. Sign in to establish the new password as shown below.

Copyright ©2017 SoftNAS, Inc.



EESoftNAS Installation and User Guide

CcLOuD’

ServiceAdmin@sofinas.com

Update password and sign in

16 Microaat B Microsoft

Terma of use  Privacy & Cookies

10. As you can see, you will need a subscription added to your new account. Sign out, then sign in once more
with your original administrative account.

No subscriptions found.

ssnour @) Before you can start using Microsoft

SIGN UP FOR MICROSOFT AZURE (3) R g o i
Azure, you need to get a
MICROS0OFT AZURE HOME PAGE = =

conTacT supporT @ SUDSCrIpTion.

PORTALAZURE.COM (=)

We were unable to fi

11. Once logged back in, go to Settings from the left-side menu.
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1
Ll

LA

o> 3

portabdhdsubma g2 izlyd

protest

* 60O

3

qaldTapeSagl
SHDEMO West

sofinas-eeic

settings
SLRSCRIPTIONS MAKSCEMENT CERTIFICATES ADMIMISTRATOSS AFFINITY CROLIPS USAGE RERACTEAPD
HAME SUSSCRIPTION SUSSCRIPTECN 1D ROLE L j:l

Froegehplihodimaloom Pey-bis-You-Go TeATe2F9-Ehi 418 5Tl -bA 1] TERbD Co-admi~birebor

Lyt Ppy-as-Yeu-Go TeETe2eR-a%E- 100 -G T 031 IR0 Co-aom i manes
il Pocvsam it oNNES OV robof.,.  Pay-hs.You.Gd TEITEI0- N0 4 1HC- TS 000 | T be Co.aminitgler
R Y TEL DA gee Pey-As.auGa TeITe2E9-ANEA 18 BTALLEIIEIND  Co-sdministipher
AryoEdsitrad.oom CIasTry Pay-As-You-5o BIAES e Gei] - 2GR 0B b P Ete Co-Samineator
iomming@devednissolnasonreiruiof..  CoadTry Pay-A-You-ee E2abShe-Gelb 46T 0-2de- cOd b b I SEG Co-sdminitsbor
inyming@otnaLsoT ClouasTry Pay-Ae-You-Ga $lobife gt -H12-Mae-cldbbbille  Co-seminiftigter
devadminZsafnassom Pay-fsYouGo TeITe2ER 2084 18 E7a-b7EE | 1M Earvioe ad i ristraio:
devadnangicfnadgem ClenadTry Pay-AeYou-be E2aE5 e et 4E7 4. S50 cId b LS8 S rwionr ad i nigiratar

n SETTINGS

13. Type the email address. This will call up the account. Ensure the subscriptions you will need are checked off,
and click Next.
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Specify a co-administrator for subscriptions

Co-administrators can fu y MARSgE the services within & subscription. Enter & valid email address, and then

select at least one subscrpbon,

EMAIL ADDRESS

Seraceddmin@softnas.com & biﬂ‘ Deefault Directony

SUBSCRIPTION SUBSCRIPTION 1D ol

ﬁ

oudTry Pay-As-You-Go E2afSMEe dabl-467d-00de-o0dbb3mSBEe

Tc3Te2E9-dicE-418c-873%- b3 11bE200

y-As-You-Go

©

14. Now that we know we have a service account properly configured, we can now access the storage accounts
needed to add block storage from within the SoftNAS UI.
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Generating SSH Keys

Installation and User Guide

Use PuUTTYGen on Windows to generate private/public key pairs for SSH authentication.

Once PuTTYGen has been downloaded, use the following procedure to generate a SSH key for a SoftNAS

Cloud® instance in Microsoft Azure.

1. Open PuTTYGen and click Generate to generate new public/private keys.

P 3] |

E PuTTY Key Generator

File Key Conversicns Help

ey
Mo key.

Actions
(Generate a public/private key pair
Load an existing private key file

Save the generated key

Parameters

Type of key to generate:
(71 S5H-1 (RSA) @ 55H-2 RSA

Mumber of bits in a generated key:

(") 55H-2 DSA
1024

2. Generate randomness by moving the mouse when prompted.

Copyright ©2017 SoftNAS, Inc.
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E PuTTY Key Generator Iilﬂ
File Key Conversicns Help

Key

Flease generate some randomness by moving the mouse over the blank area.

Actions
Generate a public./private key pair Generate
Load an existing private key file Load
Save the generated key Save public key Save private key
Farameters
Type of key to generate:

S5H-1 (RSA) i@ S55H-2 ASA S5H-2 DSA
Mumber of bits in a generated key: 2043

3. Copy the public key, which will be used for the SoftNAS Cloud® instance in Microsoft Azure.
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E PuTTY Key Generator m

File Key Conversicns Help

Ky
Public key for pasting into Open55H authorzed keys file:

AAAABINzaC Tyc 2EAAAABJQAAAIEAue lyu YKRb LmXFWalGIWh.JpRiBkez 1 Kmim0Bb
abiSuleNAS 1 Zpif FUmk I EXHWL 1VgkJQUdnz4qbp XU7ZGHtBoJgChec) ABEV IMn Od
7bJGWhk TtrQPhin st AINPNABTdk 8E T/ DfwDDiYzOr+9ecVQimn UsviBy 6Pt 8eu

|I L+ gQCEWGJQdNIDLUEDkJeodag/ 1GXecZ0Wh Ot ZpCBv(/p496s/ FZKR +awT Tkb

Key fingemprint: gshrsa 2048 d0:69:1c:50:59e:9d :6af8:1d fd:cbe5:00:d2:06b: 7
Key comment : rsadeey-20100730
Key passphrase:

Corfirm passphrase:

Actions
Generate a public/private key pair | Generate |
Load an existing private key file [ Load ]
Save the generated key Save public key ] [ Save private key ]
Parameters
w Type of key to generate:
(71 55H-1 (R5A) @ 55H-2 RSA (71 55H-2 DSA
Mumber of bits in a generated key: 2048
. o

Note: Save both the private and public keys.

Using OpenSSH to Generate SSH Keys in Linux
To set up SSH access, the following is required:

* Create a public/private key pair.
* Copy the public key that will be uploaded to the remote server.

Create the Key Pair
1. Open a new terminal session.

2. Run the ssh-keygen command to create a new public/private key.

Select a location on the local machine (default location is recommended). Also, provide a passphrase to protect
the private key at this time, if required.
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$fondrewimacbook3 :~ andrewjohnstond § ls -al ~/.zsh

-bazh: %: command not found

andrewinachook 3~ andrewjohnstond Lz -al ~f.ssh

total 24

drws—————— 5 andrewjohnston
druwxr-xr-x+ 39 andrewjohnzton
“Fllm—————— 1 andrewjohnston
-rw-r--r-- 1 andrewjohnston
-rw-r——r-- 1 andrewjohnston

andrewinachook3:~ andrewjohnztond ssh-kevgen -t rsa -C "gent lemonl@gnail .com”

staff
ztaff
staff
staff
staff

178 1 Mar 18:84 .

1326 28 Aug 11:685 ..

1766 1 Mar 18:84 github_rza

487 1 Mar 18:84 github_rsa.pub
1643 21 Aug 14:27 known_hosts

Generating public/private rza key pair.
Enter file in which to save the key {/Userz/ondrewjohnhston/.sshsid_rza):
Enter possphroze {empty for no pozsphrose’):

Enter =same pazsphrase again:

Your identification has been zaved in Alzersz/andrewjohnstons.ssh/fid_rza.
Your public key has been saved in Alserssandrewjohnston/.ssh/id_rza.pub.

The key fingerprint is:

69 :ER b6 3:ff 1ebbd 0 f S df 1Of 166 1aC 2321058 188 gent lemanl@gmail .com

The key's randomart image is:
+——[ R34 2848]-———+

I = I

I ++ |
I . ol
| o o4+
| 5 . +ol
I .
I .
| .0 =+
| E ... out.ol

andrewinachook 3~ andrewjohnzstond

Adding the Key to the Remote Server
Note: Add the newly created public key to the SoftNAS Cloud® instance in Microsoft Azure. In order to do this,
copy the key from Terminal and then paste it into the SoftNAS Cloud® VM at time of creation.

1. From Terminal, run the following command

cat ~/.sshfid_rsa.pub

Installation and User Guide

ssh-rsa AAAAB3INzaClyc2EAAAADAQABAAABAQDNGgilmHLNryblFdbePrSZQdmXRZxGZboBgTTglysqEKMNUNY 2VhzmYNE

3

2. Copy the entire output, including ssh-rsa. This is the public key that needs to be pasted into the appropriate
field at SoftNAS Cloud® VM creation.

Move on to complete section Create & Configure Virtual Machine.
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Managing Network Settings

Network settings, including inbound and outbound rules are very important to the success of your deployment,
and will differ based upon the use case. Managing Network Settings at the Azure VM level is important to the
success of your deployment. To change your network settings:

1. From the Virtual machines screen, click on the preferred SoftNAS Cloud® VM.
2. Click on Settings > Network Interfaces.

- expresstest Settings

o

Settings

Essentials ~
Boot diagnostics

expresstest Reset password

u ating syste Redeploy

Standard A2 (2 cores, 3.5 GB memory) s New support request

GENERAL
Properties
Disks
| Network interfaces
B Availability set
=, [Extensions

Size

3. Select the available network interface. This will open a new Settings menu, allowing you to configure your
network interface. Scroll right to reach the Network Settings menu.

.i Network interfaces .i expresstest690

o ]

Settings Delete

Essentials ~
NAME PUBLIC IP ADDRE.. PRIVATE IP ADDR... SECURITY GROUP
expresstest690 40.117.233.26 10.004 expresstest

East US

-7;:37e2.6§—d-fd-4‘l 8c-87af-bfé311fbszbo

Sm
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4. In the Network Setting Menu, under General, you can view network interface properties, manage IP
addresses, provide DNS settings, and apply a Network Security Group. The IP address supplied for the
network interface will be used to connect to your SoftNAS Cloud on Azure instance.

Settings

SUPPORT + TROUBLESHOOTING
=] Audit logs

'.5.' New support request

GENERAL
{li Properties
B 1P addresses

#n DNS servers

¥ Network security group

RESOURCE MANAGEMENT
Users

Tags

Network Security Group

Azure manages inbound and outbound rules in a similar fashion to AWS, by tying them to a Network Security
Group. To view and change the Network Security Group settings, select Network Security Group.

Settings Network security group . expresstest

s & o

Edit Sattings Delate

Nefwork security. group. Essentials ~

SUPPORT + TROUBLESHOOTING Security rules
2 inbound, 0 outbound
=] Auditlogs Location N
East US 0 subnets, 1 network interfaces
a4 New support request Subscription name

GENERAL 7c37e269-dfc8-418c-87af-bf8211fb82b0

{li Properties

B 1P addresses
[ -]

#= DNS servers

W Network security group

RESOURCE MANAGEMENT

Users

In the Settings Menu for the selected Network Security Group, you can view the defaults, and make any required
changes to both your inbound and outbound security rules, as well as subnets.
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Settings +_ Inbound security rules

o —

3 =

SERVICE
SUPPORT + TROUBLESHOOTING

=] Auditlogs Uee

_ . TCP/443
24 New support request 5

GENERAL
{li Properties
— Inbound security rules
— Outbound security rules
.i Network interfaces

Subnets

MONITORING

B Diagnostics
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Adding Storage in Microsoft Azure
There are three basic methods of adding disks (storage) to your SoftNAS instance on Azure. Each method is a
fairly simple task, but there are some considerations before adding your storage, or even selecting your method.
One of the key decisions you will need to make is whether to deploy and use block or object storage.

Note: Whichever type of storage you choose, it will require set up of storage accounts.

* Creating Storage Accounts

Block storage provides fixed size raw storage capacity within your VM. In Azure, these are referred to as virtual
hard disks. Within the SoftNAS Ul, these are referred to as Microsoft (MSFT) Disks. Each volume added is
treated as an independent disk drive. Block storage disks are only accessible when attached to an OS, such as
the linux-based SoftNAS framework we offer. They are typically formatted with a file system, such as FAT32,
NTFS, EXT3, or EXT4. They are also easily configured into software RAID configurations.

Note: In SoftNAS, object storage can also be leveraged into RAID configurations.

Block storage is typically used for applications, particularly databases and mission critical apps, such as SQL,
Exchange, or Sharepoint, etc...anything that requires high performance benchmarks and low latency.

There are two methods to add block storage for SoftNAS on Azure:

» Adding Disks Via the Microsoft Azure Portal
» Adding Block Storage via the SoftNAS Ul

Object storage (called Blob storage in Azure), is directly accessible through an APl or HTTP/HTTPS and can
store any type of data. The data is guaranteed not to be lost and can be replicated across data centers. It offers
web service interfaces for easy access.

Typical uses for Object (Blob) storage includes unstructured data such as repositories of music, image, and
video files. It is also used for log files, backup files, and data dumps. Blob storage provides large capacity for
large data sets and archive files. It can be used to replace local tape drives. While these are typical use cases,
SoftNAS offers the ability to treat object storage as independent disks, much like block storage, allowing it to be
configured into RAID configured volumes.

To add object storage to your SoftNAS instance:

» Adding Object Storage via the SoftNAS Ul
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Creating Storage Accounts
In order to add storage disks of any variety to your SoftNAS instance, you will need to create at least one storage
account. Creating MSFT or Blob disks require different storage account types. In order to leverage more than
the 500 TB per storage account limit, you will need to create several blob storage accounts. When creating your
multiple blob storage accounts, you must then decide whether to leverage hot or cold storage. You cannot mix
hot and cold storage within a pool, but you can provide more than one pool. In other words, you will need to know
what configuration you intend to create, and plan your storage accounts accordingly. One SoftNAS on azure
instance can potentially require many storage accounts.

To add a storage account:

1. Log into the Azure Portal.
2. Select Storage Accounts. Click Add.

v  Storage accounts

Storage accounts
___--.-:-l min It Dhire:

— Don't see a subscription?
! Virtual machines

e ——
- N

All subscriptions

4 b
=] Storage accounts |
L e

Resource groups KIND RESOURCE GROUP

kaiblobcooll BlobStorage KaiTestVid2
All resources

kaiblobhot1 BlobStorage BigStoragel
Recent

kaiblobhot2 BlobStorage BigStoragel
App Services
kaiblobhot3 BlobStorage BigStoragel

5QL databases . )
kaiblobhot4 BlobStorage BigStoragel

Virtual machines (classic) kaipohot! BlobStorage KaiVidTest
Cloud senices (classic) kaipoynt123 BlobStorage KaiTestV1

Subscriptions kaitest123 Storage KaiTestVM1

kaitest2177 Storage KaiTest
Storage accounts (class..

kaitest7410 Storage KaiTest

' Secunty Center

kaitestvid2804 Storage KaiTestVid2

More Services >
kaitestvm15272 Storage KaiTestVM1

Provide a name for the storage account, select the deployment model, and determine what type of account you
wish to create, General Purpose, or Blob storage.
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Create storage account

The cost of your storage account
depends on the usage and the options
Mame w

kaitest1
Lcorewindows.net
Deployment model @

Resource manager (lassic

Account kind @
General purpose ~

General purpose
Blob storage

If you select General Purpose, you have the option to select Premium Storage. Blob Storage accounts only
provide Standard. Premium storage accounts are backed by solid state drives and offer consistent, low-latency
performance. They can only be used with Azure virtual machine disks, and are best for I/O-intensive applications,
like databases. This setting can't be changed after the storage account is created. Note as well that Premium
storage comes in set disk sizes - 128 GB, 512 GB, and 1024GB. Determine the best option based on your
needs.

For Replication, select Locally-redundant storage. Other options will likely work, but have not been fully tested,
and may result in latency issues as data can span multiple locations.

Account Kind @
General purpose

Performance @

Standard | Premium

Replication @
Locally-redundant storage (LRS)
Zone-redundant storage (ZRS)
Locally-redundant storage (LRS)
Geo-redundant storage (GRS)
Read-access geo-redundant sto

Finally, if you have more than one subscription, select the correct one. Determine whether to create a new
resource group, or add the new account to an existing group. If using an existing group, select from the
dropdown, and location will be auto-populated. If creating a new resource group, type the name and select the
location. Click Create when your selections have been made.

Subscription
Pay-As-You-Go (7c37e269-dicB-418c-87af- ~

Resource group @
O Create new @ Use existing

Location
East US
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You now have a new storage account, whether Blob storage or General Purpose.

* Hot and Cool Storage

» Adding Disks via the Microsoft Azure Portal

+ Adding Block Storage via the SoftNAS Ul

+ Adding Object Storage via the SoftNAS Ul
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Hot and Cool Storage

There are two general types of storage accounts for Azure:

* General Purpose
* Blob Storage Accounts

General purpose accounts are used for block storage, or Azure Virtual Machine Disks.

If deciding to add Azure object storage (otherwise known as Blob storage), you will need to have a Blob storage
account set up, or you will not be able to call upon the storage within the SoftNAS Ul. When creating your Blob
Storage account, you will also have another decision to make - whether you will leverage hot or cool storage for
Azure. SoftNAS offers full support for both options:

» Azure Cool Storage - Object storage that allows economical safe-keeping of less frequently accessed file data.
* Azure Hot Storage - Object storage that optimizes frequently accessed stored data to enable continuous 10.
Note: You cannot mix hot and cool storage disks in a RAID configured pool. A decision must be made on storage
type for each pool. As storage type is determined at the blob storage account level, you must be aware of the
type of account created. SoftNAS recommends labelling them with Hot or Cool in the names to avoid confusion.
When creating your Azure blob account, you will see an option to determine the 'Access tier' with two available
options, Hot and Cool. This setting determines what type of blob storage the account in question will provide. If

Hot, this storage account will only provide Hot storage to your instance. If creating a separate pool of Cool disks,
another blob storage account will need to be provided.

Copyright ©2017 SoftNAS, Inc.



SoftNAS i -
-_— CLOUD’ Installation and User Guide

s Storage accounts » Create storage account

Storage accounts Create storage ac...
de n

The cost of your storage account
depends on the usage and the options

New o Add =S Columns

. Subscriptions: 'ts Name @
Virtual machines T :
kaipohot 1
Storage accounts «corewindows.net

Deployment model @
All subscriptions

Resource groups Resource manager  Classic

All resources Account kind @
Blob storage

Recent amarano1727
Performance @

App Services amarano2721 - Standard

amaranobloblcool .- A
S0L databases Replication @
amaranobloblhot Read-access geo-redundant storage (RA..  ~
Virtual machines (classic) —
amaranoblob2cool ¢ Access tier @ \

Cloud services (classic) \ Hot
amaranoblobdcool . —

Subscription
Pay-As-You-Go (Tc37e269-dicB-418c-87af ~

Subscriptions amaranoblobScool

Storage accounts (class... amaranodiag402 Resource group @

i @ Createnew @ Use existing
Secunty Center amaranodisks252

automationOn3t7 KaividTest

More Services »

automationDofb - Pin to dashboard

automationOpzro Creat

In a given pool, you can add any number of azure blob storage disks, by first creating blob storage accounts. It is
recommended to name them in sequence with clues as to which type of storage they provide.

ZF5S
% SoftNAS Disk  SoftNASDisk  SoftNASDisk  SoftMNAS Disk
= (fdevfs3-0) coeoTE  (fdev/s3-1) cooTB  (fdevis3-2) cooTE  ([/devfs3-3) cocTE
o
2
ol

Never mix blob storage accounts within the same pool. SoftNAS will alert you should this occur accidentally.
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SoftNASDisk Soft™ *SDisk  Soft” “SDisk  SoftNAS Disk
(fdev/s3-0) cooTE  (fdF B ’ ooTB

Softhas

(fdev(=3-3) co

.
Azure Storage B A8 Azure Storage
Account + _aunt Ao Junt CoouUnt
{kzipobloboooh) {kaipoblobooolz) {laipoblobhota) {laipoblobhotz)

Azure
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Adding Disks via the Microsoft Azure Portal

Navigate to the SoftNAS Cloud® instance. Click Settings. In the Settings blade, select Disks.

YVirtwal machings 3 ¥ = KaiTest] - Disks
o ags EEdoumre L) Renesh e
Subseriptiosd: 1004 olecied = DonT s &

T AT S R T [ Cwvenoes

Far

W ciraiying
Pary-des- Foa-atCrerned 1o BAl (To3Tel. w N
B Accemusomel (L8]

R

HENE F Lp

& e ¥ Diegrom and soke problems
KaiTadl bhas

SETTINGG:

:\'—I Ayl byt

C= )

[ Edwnuon

! Mwtmctk arterleoen
B Ses

& Baceop

I} Progermes

& oo

BB Zuiomuson Script

T

In the Disks blade, select Add Data Disk.

H M Cescara
0% disk
ETORAGE &TCCHINT
HANE SITE TYPE ERCRYPTION HOST CACHING
Kaalentl Premum LES Mt #rakied Fltrind i 'N'
Data disks
ETORAGE & ICCHINT
e WARE HITE TVPE ERCRNPTION HIST CATHING
S0 0Sa- M0 EE-a0Td S0 B eE 100 GE Presriuen_LRS Pt aruliid Rl Fesine: -
35301 Te- To02-SHH-30T-DRE I 505 128 =2 Premim LRS Rt 2rabis) ikl fuaril e w | o

You will be taken to the Atach unmanaged disk blade.
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Altach unmanaged disk

1. Provide a name for the disk.
Note: Retaining the default Disk File Name is possible.

2. Select the source type as new disk. (You can select Existing blob if you have an existing disk.)
3. Specify the account type, Standard (HDD), or Premium (SSD).

4. Specify the size of the disk — if Standard, this can be any number you like. If Premium, the disk size must match
the available SSD disk sizes: 128 GB, 512GB, and 1024GB.

5. Next you will need 1o select a storage container or create one - if you have an existing container, provide
the info in the box provided. If creating one, or if you need to find the existing container, select Browse.

a. If searching for an existing container, select the storage account it resides under. If creating one,
select the storage account you wish the container to be under. Create one if necessary.
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Storage accounts

+ Shorage Bocount LJ Refrash

MAKME e RESOURCE O RiUP
kplestdiags 14 Seedand-LRS kol
Gangrow & 3bai ag bl Stancand-LRS gamnovdib
casmadisknoy 123 Stanclard:LRS gangneuzak

b. Once the storage container is selected (or created, then selected), then select the container from
the available options, or create one. Click +Container to create one.

c. Provide a name for the container if a new one is being created, and determine access type. By
default, access is private. Use Blob for public read access, and Container for public read and list access.
Click Create.

Copyright ©2017 SoftNAS, Inc.



&ZSoftNAS i -
cLOUD" Installation and User Guide
d. Select the container, created or existing.

6. Provide an alternate name for the vhd, if you so choose. Again, the default is acceptable.

7. Click OK, and the disk will be added.
Now you can create pools and volumes. This process is identical across Cloud platforms.

Creating Storage Pools

Configuring Volumes
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Adding Block Storage via the SoftNAS Ul

You can not only add disks from within the Azure Portal, but also quickly and easily from the SoftNAS Ul. Users
can add Microsoft block storage disks, allowing you to leverage them for pools and volumes.

1. Enter the IP address of your instance in order to call upon the SoftNAS login screen.

2. Enter your username and password and click Login.

EESoftNAS
STORAGECENTER™

Log in to SoftNAS StorageCenter™
softnas
esssecsesssnss

Login

SoftNAS StorageCenter will open. If this is your first login, you will be greeted by the End User License
Agreement, then the Getting Started Checklist. To add storage, select Add Storage Devices from the
checklist, then click Configure Now, or select Disk Devices from the Storage Administration pane.

Storage Administration “ +¥ Welcome = Getting Started
2m
Io Dashboard &= SoftNAS
4= Storage #1 Bevi-Selling MAS in the Cloud
[ velurnes and LUMs
& storage Pools

This checklist provides a guide for how to -:-:-nfl-;ure Softhas® for initial use, Click
3i CIFS Shares on each item below for instructions, then check off completed items.

HFSE te
<17 B Getting Started Checklist

i1 AFF Volumes
Hint: Frst click on a step befow fo begin

| 19057 LUN Targets
| 551 SAN Initiators

| 6. Partition Storage Devices

) SnapReplicats™ | SHAP HA DS mdsped it Dt 7. Create Storage Posl
3 Settings #| 3tpiy SoftwareHpd ot 8. Create Violumes and LUNs

B 2 drinistrator )
d 7] 4-Activabeticensetey | 4, Share Volumes [NF5, AFP, CIFS, 1SCS1)
m Schedules
L} Change Password 1 5. Add Storage Devices [C1 10. Next steps

& Sk 1dentity and Access Control
B Fireveal Add disk storage devices, Disk Devices are added to the SoftNAS virtual machines 3s either Block or Object devices.
% Licensing lick o the Configure Now button below fo continug..

& Mebwork Settings

L General System Settings
-$ System Seraces

& system Time

ﬂ Software Updates

.«_‘;}uur Accounts ﬁ
& [ Documentation 1 i NU"'“
o] Log out

7| Shiow this screen on Staftup

3. The Disk Devices tab will open (if it does not, select it). Click Add Device.
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vailable Devicoes
- Partition &Il ¢ Create Partition §& Remove Fartition j, oo

Tetal sige Maks and moded

| %F Welome */|| ZE Getting Started | (g Disk Devices |

Device
Jdeuisl-1 50.0 G& SoftMAS, Azure BLOE Cloud Disk (File)
[l S0.0 G2 SoltNAS, Azure Vitual Disk

¢ Refres l}. mport 3 Delete Device
P,

Add & new disk device. |
Avalall oo

Avilakle to asign

Estra Dégk Infs
53 bucket: kp-9382&-blobdisk-1
LUK: O Rama: 1030¢T0d-BEE1-419¢-575-4a8TI9982 W c.vhd Added: 201

From the Add Disk Device wizard, select the second option, Microsoft Cloud Disk Extender. Click Next.

Add Device

x|

Choose the type of disk device you would like to add,
then press the Next button to continue.

| o= =
\_@ Microsoft Cloud Disk Extender)

Cancel

(0 Cloud Disk Extender: Amazon Web Se

4. Provide the service administration account with access to the appropriate subscriptions.

Add Microsoft Azure Disk Extender

3
-
'y & N
BR Microsoft Azure
f~—— 1. Microsoft Azure Account Information -
Usermame: | kpoynting@softnas.com |
Password: . . . — |
Retype password: . . — — |
oy ”
—— 2. Choose Cloud Disk Options
Storage Account: | kaividtest162 | v |
Maximum Disk Size: ' GB (Max 1023)
Number of disks: 3
Cancel Create Disk

5. Select the appropriate storage account, then set the disk size, and the number of disks you wish to create.
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Add Microsoft Azure Disk Extender

%

1. Microsoft Azure Account Information

Username: kpoynting@softnas.com

Password:

Retype password:

Micr'osoﬁ Azure

2. Choose Cloud Disk Options
kaividtest162
* GB (Max 1023)

Storage Account:

Maximum Disk Size: |1 o=
s
h

Number of disks: 1

Cancel

6. Click Create Disk.
Note: SoftNAS displays "Creating..."

( Create Disk )

process is complete when Device Usage reads 'Available to Assign'.

Available Devices

& Partition All 4 Create Partition 3§ Remove Partition i, &% Refresh

Device Total size Make and model

Jdevjsdc 25.0GB SoftNAS, Azure Virtual Disk
Jdev/sdd 25.0 GB SoftNAS, Azure Virtual Disk
[dev/sde 1.0GB SoftNAS, Azure Virtual Disk

Available Devices

& Partition All 4 Create Partition $§ Remove Partition i, ¥ Refresh

Device Total size Make and model

/dev/sdc 25.0GB SoftNAS, Azure Virtual Disk
/dev/sdd 25.0GB SOftNAS, Azure Virtual Disk
/dev/sde 1.0GB SOftNAS, Azure Virtual Disk

% Add Device

4 Add Device fly Import 3¢ Delete Device

Device Usage
Used in pool pooll
Used in pool pooll

Creating.....

# Import 3¢ Delete Device

Device Usage

Used in pool pooll
Used in pool pooll
Available to assign

Installation and User Guide

in the Device Usage column until the Adding Disk process is complete. The

Extra Disk Info
LUN: 1 Name: 038e780¢c-0060-41bd-b2e3-1c0b1c1d626a.vhd Added: 2016.08.15.
LUN: 2 Name: 9a7cfb5e-3df6-4293-9a1b-a53792ff7406.vhd Added: 2016.08.15 1...

Azure

Extra Disk Info

LUN: 1 Name: 038e780c-0060-41bd-b2e3-1c0blc1d626a.vhd Added: 2016.08.15 ...
LUN: 2 Name: 9a7cfb5e-3df6-4293-9a1b-a53792ff7406.vhd Added: 2016.08.15 1...
LUN: 3 Name: 1e95ee54-2663-4359-a14a-99a74bbda63c.vhd Added: 2016.08.17 ...

It is very simple to add a new disk to your SoftNAS instance using the SoftNAS Ul. You can now use your newly

added disks to create pools and volumes.

Create a Storage Pool

Create & Configure Volumes
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If deciding to add Azure object storage (otherwise known as Blob storage), you will need to have a Blob storage
account set up, or you will not be able to call upon the storage within the SoftNAS UI.

Installation and User Guide

Once you have the blob storage account, we can add object storage.

1. Log in to the SoftNAS Ul, by going to the URL of the VM instance and enter the username and password.

2. If this is your first login to the SoftNAS Ul, after accepting the End User License Agreement, you are greeted
by our Getting Started Checklist. The first four items are typically taken care of in the creation of the VM from the

Azure Portal. Feel free to check them off, as shown below.

3. Select Add Storage Devices and click Configure Now. Configure Now will take you directly to Disk Devices. It
can also be reached from the Storage Administration pane on the left.

Storage Administration € +¥ Welcome == Grtting Started
=28
T EBSoftNAS
< =1 Storage #1 Best-Selling MAS in the Cloud
[ volumes and LUBs
& storage Pocls This checklist provides a guide for how to configure SoftNAS® for initial use. Click
i CIFS Shares on each item below for insdtructions, then check off completed items.
L HF% Exports

Getting Started Checklist

Hint: Arst click on 2 stap balow fo begin

i1 AFP Volumes
| 1SCST LUN Targets
() i5C51 SAN Initiators

| 6. Partition Storage Devices

5 SnapReplicate™ [ SNAPF HA
3 & Settings
B & dministrater
& schedules
aw Change Password

& Sy 1dentity and Access Control

"Flrewall

_,ﬁ' Licensing
& Mebwork Settings
2 General System Settings
-$ System Seraces
& svstem Time
ﬂ Software Updates
55 User Accounts
@ ] Documentation

&) Log out

4. Select Add Device.

o Wekome *| EE Gettimg Started

Available Devices

& Partition &ll < Create Partition 3 Remowve Fartition

Daeicn Tobal gize
faeisl-1 50.0G8
Pdeunds 50.0 G2

F 3 dpey B
7] 4-Actvite Licerse ke

1 5. Add Storage Devices

7. Create Storage Pool
8. Create Violumes and LUNs
| 9, Share Volumes [NFS, AFP, CIFS, iSCSI)

| 10, Next steps

Add disk storage devices, Disk Devices are added to the SoftNAS virual machines as either Block or Object devices.

ek o the Configure Now button balow fo continue...

#| Show this screen on startup

() Disk Devices

& Fttfﬂe: Impart  $% Delete Device
b

Dt
Add a siw Stk dirvice.
Aalable v sy

Make and moded
SoftMas, Azure BUDE Cloud Disk (File)

SolthAS, Azure Virkual Disk Aalalsle to adsign
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5. In the Add Disk Device wizard, you will notice two options, Cloud Disk Extender, and Microsoft Cloud
Disk Extender. For object storage, select the first option. Here you can add object storage options from AWS,
CenturyLink and many other vendors. These options are all added in exactly the same method described in
Adding Cloud Disk Extenders. Azure Blob is accessed in a similar manner, but has a few differences.

6. In the dropdown, select Azure Blob.

| Add Device X

Add Disk Device

Choose the type of disk device you would like to add,
then press the Next button to continue.

@ Cloud Disk ExtendeD Amazon Web Sewlces 53 B
O Microsoft Cloud Disk Extender AM3200 Web San.rlces 53

qure Blob [ )

CenturyLink Object Storalé
Cloudian Cloud Storage

Hitachi HDS

NetApp StorageGRID Object Storage
Self Configured

Cancel

7. The Add Azure BLOB Cloud Disk Extender screen will display. This is where you will need the blob storage
account we provided instructions for in Creating Storage Accounts. Enter the name of the storage account, and
provide the access key for it.

Add Azure BLOB Cloud Disk Extender X

-

1. Enter your acc creden tial -

00U g //_____

Usernmame: BERRAIRNRRIR NN RRRRNRRRNRR RS

Access Key: SERRsGsEEEIRRRRRIRIRERERRRRRES

2. Select & container (or create new) for this disk to use as cloud storage

Container Basename: kp Enter base name to automatically

generate container names

Container: kp-12919-blobdisk-2

3. Chooss Cloud Disk Options

Maximum Disk Size: 500 1 6B |v (thin-provisioned)

Encrypted disk

8. If you don’t have the storage account and access key handy, go to the azure portal.
a. Select Storage Accounts.
b. Select your blob storage account.
c. Under General, select Access Keys.
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d. Copy the key.

devadmn@iofinesco,

Storage sccenets  »  kaipoy™R123 - Acceds ke
1 i oy - R CaRECi0RT

orage accounts ? k.il[:l:1:""|r'|‘::'!. - Access KEYS

+ = U

L ‘Cohuere

H Al resources eoiprens
b rigtion® %
Recerd - = T o ] v ey Vault = and don't thans them
B Cvenview ! i A v =yt i thal
App SEns0es hoy-in-Ypna-4 el AT, W
IUFPOAT + TROUSLESHOGT NG
Wirtual enachines iclassic) b

i lesk gt e

wirtual machines I'-' e )

m  Mew wpport sequest

e i N Auscke lenst Siiage MOOUR AMNE  kmpoyme Xl
B isiteaizs e Ly - P n
SO datsbhacor
d

B switeshmiizn AT Y
Cloud servic am.
B hsteshmysso ENNSR X CHOR Gt Hac 20K VSR B EmAghISn s ﬂ 0y ...
Sacunty Canter |
T5iagG0 + it Dt izmaF I ek pan 3P Siardh e LR ER u ]

B Curom domain

d  Encryphbon

9. Enter the blob storage account name and access key in the field provided in the Add Device wizard.
10. Select the desired size of your instance, up to 500 TB.
11. Click Create Cloud Disk.

You now have an azure blob disk, configurable into a storage pool and later a volume. Remember that an Azure
Blob Storage account can be configured to provide Hot or Cool storage. Each storage account can provide up
to 500TB of data. If you need more than this, you will need to leverage additional blob storage accounts. Hot or
Cool Storage is applied at the storage account level, and you must be aware of which accounts provide which
type. You cannot mix storage types in the same pool. For more information, see Hot and Cool Storage.

To create a pool and volume with your Azure blob disk, see:

* Create a Storage Pool
* Create & Configure Volumes
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High Availability in Azure SoftNAS
Configuring high availability in SoftNAS Cloud NAS on Azure is a simple process. As with AWS, it involves two
nodes with defined IP addresses, and a third human-configured virtual IP to establish a heartbeat between the
two instances. However, in order to provide our customers with our No Downtime Storage Guarantee, your two
instances will need to be set into an Azure Availability set. We will cover this and more in the sections to follow.

&' 10.0.0.0/16
/ 2

ANY AZURE DATACENTE\

Public Subnet ™ Public Subnet
10.0.0.0/24 Web 10.0.1.0/24
Server
Farm
.
10.0.100.1 10.0.101.1 »

Azure Azure
Bltl)c:"' SoftNAS HA SoftNAS HA  Block/
Blol
Controller A //,.’7 '\‘\ Controller B Blob

NES — [NAS clients across

CFs & T —a, giss any number of zones)

scs Azure

Workloads
,"—'\pp Private Subnet

Servers

10.0.100.0/24

Servers

Azure Availability Sets
SnapReplicate on Azure
SNAP HA™ on Azure

Copyright ©2017 SoftNAS, Inc.



E&ESoftNAS

cLOUD" Installation and User Guide

Azure Availability Sets

Availability Sets make use of two key concepts - Fault Domains, and Update Domains. At its core, Azure
consists of racks upon racks of servers. Each rack can host any number of virtual machines. When creating a
highly available pairing, you want to be sure that there is no single point of failure, that your workload will still

be provisioned by one virtual machine if the other is under maintenance. Unfortunately, if you do not specify
otherwise, there is no guarantee that your VMs will not be placed on the same rack, or the same 'Fault Domain'.
In essence, a fault domain can be considered a rack within Azure. Every VM on the rack is subject to that rack's
power and network connections. A rackwide failure, or a rackwide maintenance window will take down all VMs

hosted on this single point of failure. When Azure refers to a fault domain, consider each fault domain a single
point of failure.

Rack A Rack B

An Availability Set distributes highly available workloads across multiple Fault Domains, thereby eliminating any
single point of failure. Unless the entire data center is down, your workload will keep running. In essence, your

workload is split between two or more racks, leveraging the redundant power supplies, network switches, etc, of
each.
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Availability Set

Grouping VMs in an availability sets also gives the Windows Azure Fabric Controller (FC) the information it needs
to intelligently update the host OSs that your guest VMs are running on. Without availability sets the FC would
have no idea that two machines were serving the same purpose and could reasonable take them both down for
host OS updates.

An Availability Set also makes use of Update Domains. This allow you to determine how many of the workloads
are down at any given time. You can set a priority order for shutting down the VMs and the number of update
domains determines how many machines will be involved in the shutdown. In the image below, we see an
Availability Set with 16 virtual machines, and four update domains. This means that a maximum of four VMs
can be down for maintenance at a given time, allowing the other 12 to carry the load. Once the first four return
to service, another group will be available for maintenance. In conjunction with Fault Domains, this allows an
Availability Set to ensure that undue burden is not placed on either rack.

Availability Set 1

Update Domain 1 Update Domain 2 Update Domain 3 Update Domain 4

VM1 - updating VM

VM5 — updating VM6 VM7 VM8
VMg - updating VMzio VM11 VMa2
VMa3 - updating VMa14 VMa15g VM16

When considering your use case, including the number of VMs you want to create and the number of Availability
Sets you will need to create, remember that as a rule, you want one Availability Set per workload. A workload can
be considered any virtual machines working together towards a common single purpose. Therefore, two highly
available SoftNAS VMs to perform a single function would constitute a workload.

Creating an Availability Set in the Azure Portal can be done in one of two ways - while creating your VM, or
separately.
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Creating Separately
To create an Availability Set prior to creating your virtual machines, select More Services, then Availability Sets
from the listed options.

“ MNew » Intemet of Things

Filter
& App Services

Virtual machines

Storage accounts

’ Application gateways

Resource groups ¥ Application Insights
All resources ¢ Aspera Server On Demand
Recent ¥ Automation Accounts

App Services I} Availability sets

SQOL databases
Virtual machines (classic)
Cloud services (classic)

Subscriptions

Arure AD B2C
Azure AD Cloud App Disco...
Azure AD Connect Health

Azure AD Identity Protection

Storage accounts (class... Azure AD Privileged Ident... PREVIEW

Secunty Center Azure Information Protect... PREVIEW

—_ —
“,

[T\ More Services » J Backup vaults (classic)

"’

Batch Accounts

Click Add.
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Availability sets

devadminsoftnas (Default Directory)

EE Columns O Refresh

Subscriptions: — Don't see a subscription?

All subscriptions

RESOURCE GROUP LOCATION SUBSCRIFTION
: adamav erictest East US Pay-As-You-Go (fc37e269-dfcB-4...
: amarano amarano East US 2 Pay-As-You-Go (Tc37e269-dfich-4...
: amarano erictest East US 2 Pay-As-You-Go (Tc37e269-dficB-4...
: amaranoHA amarano South Central US Pay-As-You-Go (Tc372269-dfcB-4..
: amaranosous amarano South Central US Pay-As-You-Go (fc37e269-dfcE-4...

' eric-set eric-blob Morth Central US Pay-As-You-Go (7c37e269-dfcB-4...

Provide a name, the subscription that the Availability Set belongs to, the number of Fault Domains and Update
Domains you require for your particular purpose, and create or select an existing resource group. Finally, select a
location.

v Bvailabilitysets » Create availability set

Create availability...

Mew

Mame
MyAwvailabilitySet

Virtual machines

Storage accounts
Fault domains @

Resource groups
Update domains @

(]

Subscription
Pay-As-You-Go (7c37e269-dicB-418c-87af- ~

All resources
Recent

App Services

Resource group @

50l databases @ Create new @ Use existing

Virtual machines (classic) KaividTest|

Cloud senices (classic) Location
East US 2

Subscriptions

Storage accounts (class..

Security Center

More Services »
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During VM creation

If creating a VM, it is possible to select an existing Availability Set, or to create one for your instance. When

adding your virtual machine within an Availability set, or creating one, remember that for a given workload, both

must be in the same Availability Set. A virtual machine cannot be moved from one availability set to another after

creation.

Creating your virtual machine is well documented in Create and Configure a Virtual Machine in Azure, so we
will not cover the topic in detail. It is in the third part of VM creation, Settings, in which your Availability Set can
be created or selected.

Create virtual ma... Settings

MNetwork

Virtual network &
(new) KaiVidTestvnet592

Subnet @
default (10.47.0.0/24)
Public IP address @

Settings

Configure optional features (new) throwawaymachine-ip

MNetwork security group (firewall) @

(new) throwawaymachine-nsg

Extensions

Extensions @

MNo extensions

High availability

-
/' Availability set ®

\ None

Manitarinn

oK

Once Availability Set has been selected, you will have the option to create a new Availability Set, or select from
existing if available within the current resource group and location. To create a new Availability Set, click Create
New.
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Mame
EastUSTkail

Update domains @

Fault domains @

Note that the menu here is much simplified, as your resource group and location were already determined when
establishing the 'Basics' for your VM. These settings are automatically applied to your Availability Set using this
method.

If a pre-existing Availability Set is available, simply select it, and it will be applied to your VM.
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Settings

Public IP address @

(new) throwawaymachine-ip

MNetwork security group (firewall) @

(new) throwawaymachine-nsg

Extensions

Extensions @

MNo extensions

High availability

(’ Availability set ®
KaividTest

Monitoring
Diagnostics @
Disabled | Enatied

Diagnostics storage account @

automationlgjb2y61fs

Change availabilit...

Create new

None

KaiVidTest

Installation and User Guide

Remember again, if you create or add an availability set to the first VM of your HA pairing, the second must be

added to the same availability set.
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SnapReplicate™ on Azure
SnapReplicate™ provides quick and easy replication between two paired SoftNAS Cloud NAS instances. This
requires some basic preliminary setup, including adding storage, creating a pool, and creating a volume on the
first instance, then mirroring that configuration, minus the volume, on the second instance. In essence, you must
create a landing strip for the volume on the target instance.

Virtual Machine 1 Virtual Machine 2
L / D N — N
- -.._,’/ 4 A —_— y 4
Vs ~ 'r\_\\\ y . AN

The above is a very basic representation, illustrating two cloud disks in a RAID configuration (any RAID
configuration of at least two disks) forming a pool, with a volume created on the source instance. On the target
instance, disks of the same size and RAID configuration are set into a pool of the same name. This basic
configuration is used for each platform upon which SoftNAS is available, including AWS and VMware. Provided
disks and pools are in a mirrored configuration, the volume or volumes in the pools can be replicated.

Once the above configurations have been established, setting up SnapReplicate™ for Azure is a simple process.
1. Log into the source instance (via the IP address in your browser.)

2. Select SnapReplicate™/SNAP HA from the Storage Administration pane.
Storage Administration <«

3
b{ Dashboard
=) /=) Storage
(W Volumes and LUNS
2 storage Pools
73 CIFS Shares
. NF5 Exports
13 AFP Volumes
(=) Disk Devices
(g8) 1SCSI LUN Targets
(mg) iSCSI SAN Initiators

4 |_] Documentation

& Log out
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3. The SnapReplicate/SnapHA window opens. Click Add Replication.
SnapReplicate(tm) / SNAP HA Overview

Source Node Current Status Target Node

< No replication is defined < _
o Click on “Add Replication” to get started o

i

No Replication Defined
Replication Control Panel Q
v ™ | Q Add Replication (&2 Modify Settings & \ﬁ Refresh

Task " Command Current State Start End

4. The Add Replication wizard will open. Click Next.

Add Replication

,llb\ Instructions
w{i

Please follow the on-screen instructions to add a new replication relationship.

] - SnapReplicate mirrors volume data from one SoftNAS instance, or node, to
-t another. Snapshots from the local source node are transferred to a
corresponding replica volume on the remote target node.

4

SOURCE NODE C> TARGET NODE

Press the "Next" button to continue...

5. In the Remote SoftNAS Node window, enter the IP Address of theTarget Node. Click Next.

Add Replication *

Remote SoftNAS Node

SnapReplicate creates a connection to a remote target SoftNAS node.
Please enter the IP address or DNS host name of the target SoftNAS node.

Hostname or IP address: 33.22.33.22|

Press the "Next" button to continue...

Cancel Previous

6. Enter the credentials for the target softNAS node (by default this will be a username of softnas, and the
password established in setup, unless alternate credentials were created). Click Next.
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Add Replication *

Target Admin Credentials

The SoftNAS StorageCenter administrator user id and password are reguired
in order to interconnect the two SoftNAS nodes.

m Please enter and verify the target SoftNAS admin credentials below.

Remote admin user ID: softnas

Remote admin password: sessasens

Verify admin password:

Enter the target administrator credentials.

Then press the "Next" button to continue...

7. Click Finish, to complete the wizard.
Testing Replication

1. To test the replication, move to the target node, and confirm that the volume from the source node is replicated
to Volumes and LUNS.

2. Still on the target node, return to SnapReplicate/SNAP HA, and click Actions and then Takeover.
o¥ Welcome '*|| ZE Getting Started *|| 7 SnapReplicate™ / SNAPHA *
SnapReplicate{tm) / SNAP HA Overview
Source Mode Current Status Target Mode
'E\

. .

40.121.138.46 Target Mode (Secondary) 10.40.0.5

Replication Control Panel

{v Action = Ei Add Replication Modify Settings 34 &2 Refresh

L4 Acnowledge Command Current State Start End Last Command Last Start

f‘\ Activate

@ Deactivate

=@ Replicate Now

ﬂ Farce Sync

3. Click Yes on the confirmation prompt.
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Confirm Action *

P } Are you sure you want to Take over control as the primary storage controller?
-

4. The target node will become the primary.

SnapReplicate(tm) / SHNAP HA Overview

Source Node Current Status Target Mode
N E.

o =

10.40.0.5 Source Node (Primary) 40,121.138.46

5. Return to the former source node. Click Actions and Takeover to restore the source node as Primary.
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SNAP HA on Azure

SnapReplicate™ allows for manual replication of volumes to another node in the event of a problem or a
planned maintenance. SNAP HA allows replication to be triggered automatically in such a case, by establishing
a heartbeat between linked instances. If the heartbeat fails to register for more than a few moments, the other
instance takes over, ensuring seamless access to the provisioned data.

1. To set up SNAP HA, start the process by clicking Add SNAP HA.

Replication Control Panel
G ———
~ Action v g Add Replication |#& Modify Settings K Delete Replication 3 Refresh ‘} Add SHAP HA ||

Command Current State Start " En

T —————— Install and ¢
Volumel | SnapReplicate SNAPREPLICATE-COMPLETE 2016-08-04 18:15:07 2016-08-wvewveeves

2. The Add High Availability wizard opens, providing an Instruction window. Click Next.

Add High Availability X

£ it Instructions

b Please follow the on-screen instructions to add the SNAP HA module and

' j I ™ configure it for operation.
- '\’ I\I
] SNAP HA monitors the source (Prlmary? node for proper operation, and upon
7 detecting a failure or fault, automatically fails NAS clients over to the target

(Secondary) node.

SOURCE NODE TARGET NODE

-
e t’ e
w8

Press the "Next" button to continue...

Cancel Next

3. The next screen depends upon whether your storage pool has made use of MSFT disks added from within the
SoftNAS Ul (as explained in Adding Block Storage via the SoftNAS Ul), or if you added Azure Blob Storage
disks, or added your block storage disks through the Azure Portal.
If you added Azure Blob Storage or used the Azure Portal to add your disks, then you would first have to provide
Azure account credentials before being prompted to enter your Virtual IP Address.

Add High Availability ®

Credentials
The HA Add-on module requires an authentication.

Please enter the Azure account credentials to proceed with installation and
configuration.

Usemame: |J

Password:

Retype password: %

Then press the "Next" button to continue...

Cancel

Pravious
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4. If you added Microsoft disks using the SoftNAS Ul, you will have supplied Azure credentials already. In this
case, the wizard will skip ahead to the Virtual IP screen. This is because your credentials would be cached in
order to speed up the process.

Here you will create and add an IP Address that is not in the same CIDR block as the instances. (In simplest

terms, ensure that the IP address does not start with the same numbers as the two instances.) Click Next.

Add High Availability X

Virtual IP

The Virtual IP provides routing of NAS dlient traffic (e.g., NFS, CIFS, iSCSI) to
an available NAS controller.

AWS/EC2 uses an Elastic IP or Virtual IP. VMware and other platforms use a

Qo  Vitual IP.

Please enter the Virtual IP below.

Virtual IP: 25.25.25.25

Then press the "Next" button to continue...

Cancel Previous Next @

S e

5. Click Finish on the Finish HA Setup screen.

Add High Availability X

Finish HA Setup

You are ready to finish SNAP HA setup and configuration.

When you press the 'Finish' button, the system will automatically download
and install the HA add-on module software, configure it and place both nodes
into HA mode. LoadBalancer Instance will be automatically created.

You can monitor the progress of HA setup completion and ongoing
operation in the Replication Control Panel and Replication Log.

The process may take up to 30 minutes. If timeout occurs, you can login
again and resume the monitoring of the installation.

Press the "Finish” button to activate SNAP HA now...

Cancel Previous

6. Your SNAP HA pairing is created.

SnapReplicate(tm) / SNAP HA Overview

Source Node VIP: 25.25.25.25 Target Node

10.19.0.31 HA PRIMARY 23.96.242.210

To test, shut down one of the instances. The other will become primary after a few moments. Alternatively, select
Actions, and Takeover to simulate a failover.
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Connecting to the SoftNAS StorageCenter

Once the SoftNAS Cloud® instance in Microsoft Azure has been created, it can be connected to via
StorageCenter for administrative tasks.

» Connect Via SSH to create the SoftNAS Cloud® password.

» Connect to SoftNAS StorageCenter using the domain name of the SoftNAS Cloud® instance, such as
softnastest.cloudapp.net

Set the SoftNAS Cloud® password from either Windows command line or using Linux/OS X Terminal (Terminal).

Create the Password Using Terminal
1. Open Terminal and run the following command

Where [softnasazure] is the pathname to the private key file on the host

Upon the following message:

Last login: Wed Oct 22 10:36:52 on ttys00@

Marks—-MBP:~ markbic$ ssh -i softnasazure softnas@byol.cloudapp.net

The authenticity of host 'byol.cloudapp.net (104.45.239.12)' can't be establishe
dl k

RSA key fingerprint is 4a:b@:cf:e@:c9:a2:b1:00:64:7c:d0:21:62:bf:cl:57.

Are you sure you want to continue connecting (yes/no)? yes

Warning: Permanently added 'byol.cloudapp.net,104.45.239.12' (RSA) to the list o
f known hosts.

Last login: Wed Oct 1 12:53:00 2014 from 202.88.235.51

2. Select Yes to continue connecting to the remote server.

3. From Terminal run the following command:

Enter a new password and confirm the password.

Creating the Password from Windows (PuTTY)
1. Open PuTTY and connect to the SoftNAS Cloud® domain name on port 22.
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CLOUD’
ﬁ PuTTY Configuration @
Category:
=) Sgssinn Basic options for your PuTTY session
Ter I_.cuglging Specify the destination you want to connect to
Tﬂlé;:l:unard Host Mame (or IP address) Port
- Bell softnastest @cloudapp net| 22
- Features Connection type:
= Windaow ~) Raw "1 Telnet ) Rlogin @ S5H () Serial
ﬁppea@nce Load, save or delete a stored session
- Behaviour
. Translation Sawved Sessions
- Selection
+ Colours Default Settings Load
—I- Connection
- Data Save
o T
- Telnet Delete
Rlogin
+-55H
""" Seral Close window on ext:
) Always ) Newver @ Only on clean exit
About [ Open ] I Cancel

2. From PuUTTY terminal run the following command
sudo passwd softnas

Enter a new password and confirm the password.

1. From the Microsoft Azure Management Portal, click on Virtual Machines > Settings > Properties.
2. Take note of the domain name for the SoftNAS Cloud® instance. e.g., softnastest.cloudapp.net
Note: This will be the domain name used to connect to SoftNAS Cloud®.

3. Navigate a web browser to the SoftNAS Cloud® VM domain name.

The StorageCenter login screen is displayed.
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STORAGE CENTER™

Log in to SoftNAS StorageCenter™

softnas

Login

2. Enter the following credentials:

* For username: softnas (set in the Azure store during VM creation).
* For password: Provide the password set via SSH or modified above.

Upon a successful connection, the StorageCenter GUI is displayed. Continue to SoftNAS Cloud®
Configuration.
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SoftNAS has partnered with CenturyLink, allowing SoftNAS Cloud® instances to be deployed on CenturyLink

Installation and User Guide

CenturylLink

cloud storage. CenturyLink is a widely respected player in the internet, cloud services and data management
industries, with clients all over North America, from residential to enterprise. SoftNAS has provided a Virtual

Appliance - what CenturyLink calls a Partner Template - that can be deployed to your CenturyLink Cloud account

via a Service Task.

This deployment process for Partner Templates currently requires manual interaction via the Service Task
process, but will be further automated in future releases of the CenturyLink Cloud Platform.

See "Setting up SoftNAS on CenturyLink" for more detailed instructions on setting up your CenturyLink with

SoftNAS instance.

Listed below is a table to assist with the setup decisions during the configuration required to accomplish various

tasks and goals.

Recommended
Compute
Regular Tier Under 15000 iOPS
Hyper-scale Over 15000 iOPS
Memory
Configurable 1GB -128 GB
Storage

Boot Disk 30 GB Hard disk for Linux boot and system disk

Data Disks Native Storage Devices 1Gb to 1 Terabyte volumes, up to
4 Terabytes
per instance (4x1 terabyte volumes). Also compatible with
S3 storage
spots.

Software RAID Recommended to configure EBS disks using SoftNAS
software RAID for increased performance and data
durability.

Networking

High Speed Connectivity All CenturyLink VMs operate at 10 GbE inter-connectivity.

HA Networking Supported on same 10 GbE interfaces

HA Host Failover Configure multiple redundant SoftNAS Cloud® instances
in separate availablity zones or different geographic
regions.

Note: Refer to CenturyLink's documentation for storage tiering SSD performance metrics.

Listed below is a table representing the capabilities of the SoftNAS Cloud® for CenturyLink.

SoftNAS Cloud® Capacity Configuration Note

Editions

SoftNAS Cloud®
Express

1TB
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CLOUD
SoftNAS Cloud® 20TB
Standard
SoftNAS Cloud® 16 TB
Enterprise
Memory
RAM Cache 1 GB to 100 GB Defaults to 50% total RAM for read cache
SSD Cache low-speed level 2 cache |Optional
Ephemeral Cache low-speed level 2 cache |Optional for read cache
Storage
Maximum Storage 16 TB Maximum usable storage capacity with SoftNAS
Cloud®, contingent on instance type.
# of Storage Pools Unlimited
# of Volumes Unlimited
# of Snapshots Unlimited
# of Snapshot Clones Unlimited
SnapReplicate Unlimited Pools & Volumes
SnapReplicate Throttle 56Kb/sec to
Unlimited bandwidth
Active Directory Kerberos Integration
Files and Directories Unlimited
Network
Schedules Unlimited
NFS Exports: Linux Default
iISCSI Targets Linux Default
CIFS Shares Linux Default
Firewall Ports: 22 (ssh), 443 (https) Plus NFS, iSCSI, and CIFS as required by network
IP Tables Firewall Off by default May be configured, but is not required. Use an
alternative method to set Security Groups unless
added firewall protection on SoftNAS Cloud®
instance is required.

SoftNAS Cloud® provides the following applicable products:

» SoftNAS Cloud® Express (1TB of storage)
» SoftNAS Cloud® Standard (20TB of storage)
» SoftNAS Cloud® Enterprise (up to 16 PB of storage)

Product Storage | Purchase License
SoftNAS 1TB |Purchased |Monthly and Annual
Cloud® from Options
Express SoftNAS.
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SoftNAS 20 TB |Purchased |Monthly and Annual
Cloud® from Options

Standard SoftNAS.

SoftNAS 16 PB |Purchased |Monthly and Annual
Cloud® from Options

Enterprise SoftNAS.

™

* SoftNAS SNAP HA " included with each product.
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Setting up SoftNAS on Century Link

SoftNAS deploys in a virtual appliance model, as a CenturyLink Cloud "Partner Template". Follow these step by
step instructions to deploy a SoftNAS solution in to your CenturyLink Cloud account:

In order to set up a SoftNAS instance using CenturyLink Cloud, you will need:

* access to the CenturyLink Cloud platform as an authorized user.
« to identify a Network VLAN you want the SoftNAS instance to reside on.

In order to integrate SoftNAS with Century Link, it all starts with an email. CenturyLink support needs to know
what sort of instance you wish to setup. The email should be formatted roughly as seen below, with information
matching your organizational requirements. Open a service task request ticket via email to servicetasks@ctl.io
with the following details:

Note: You will need to edit some of the information below.
TO: servicetasks@ctl.io
EMAIL SUBJECT: Ecosystem Partner Template Import Request

CLC Support Team, please create a ticket to import the Ecosystem Partner Template image referenced below to
my CenturyLink Cloud Account:

- Import CenturyLink Ecosystem Partner Source Image: SoftNAS OVA

- My CenturyLink Cloud Account Alias: #####

- Data Center to import image to: ###

- Server Name to import image as: #HHHH#HH#HHH

- VLAN in the account to add the Server to: #iH#HHH#

- Additional Notes or work to be done: IMPORTANT: Please make sure that the IP shows up in Control so that the
user can

add a Public IP through Portal if desired.

Please let me know if you have any questions or issues. Kindly send me a reply once the work has been
completed and let us know the IP address of the server where this technology has been deployed.

Thank you very much,
Your_Name_and_Contact_Info_Here

In the template above, the key information required is as seen below:
* Import CenturyLink Ecosystem Partner Source Image: SoftNAS OVA
* A Century Cloud Account Alias: Your Alias

« Data center to import an image to: - type or copy and paste the name of the desired Data Center. In the
example below, this is UC1 - US West (Santa Clara)
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» The Server name to import the image as: specify the desired name - in the image below SoftNAS 3-2-3.

» The remaining information can be created/set by CenturyLink (VLAN, Password etc), but if included in the
email, the instance will be that much quicker to create.

* Of course, your contact info must be provided as well. Contact info is removed from the example screenshot
shown

below, in order to preserve privacy, but your name, email and phone number are required for Century Link to
begin their efforts.
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[ ] £ Ecosystem Partner Tarmplate Innport Request
H& x Db o

| Message Options |

P A Sinmunes ! High Proriy

¥ &
Attach  Pucture Hyperink * | > Lot FYOHY . ook Namen

s | B |1 U e A i

= Galibn 14 =

I

i | (71
Il
I {5

Tew sarviceasksEtiard. com

Sugject |Ecosystem Parner Templats mport Request
CLC Support Tear,

Plezse create a ticket to impart the Ecosystem Partner Template Image referenced below to my CenturyLink Cloud Account:
- Impart CenturyLink tcosystam Partner Source Image: 0ftNAS ova

- by Centurylink Cloud Account Alias: SoftNAS

- Data Center ta impoart image to: UC1 - US West (Santa Clara)

- Server Mame to Import image as: SofiNAS-3-2-3
- WLAM in the account to add the Server to: vian 3671 10LIATL

- roaT paseword: PassdWiord

agdinonal Notes or waork to be done: Here are the steps ta IP the device.

bitps:! feww softnas com/gocs fsoftnas v himlfoustomizing_the system bitm

Copying the VLAN from an existing instance

If you are an existing customer and would like to match your new instance's VLAN to that of another instance
on the same Data Center, you can help the service desk by providing the network settings from within the
CenturyLink console. Simply log in with the information provided by CenturyLink for your prior instance.

1. To obtain your network settings, log into CenturyLink.

2. Click on Networks, under the Network tab.

3. Click the desired VLAN, and copy and paste the information from the Networks Dashboard.
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vlan_3671_10.72.71

Network Details n

o vian_3ET 1072
3871 0727

vian

aLE wlar

4. Add the information to the email.

If this is your first instance, CenturyLink can create a VLAN for you, allowing you to edit it as desired once logged
in to your instance. To edit your VLAN info, simply click the Edit button.

CenturyLink will reply with your credentials and all required server information once setup is complete.

CenturyLink will reply with credentials and all required data when the provisioning is done, based on the contact
information you provide them. Log into CenturyLink, and select the Data Center that you requested the instance
be built on. The instance you requested will display under the Data Center. Simply power it up.
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NYTSOFTSOFTNAQT

Power the instance on.

$150.87 $0.21 $113.88

0

]

£}

(e e e [ e e ) e e
W — i — i ] e e e e e e e ) e e
FAEBATIRY
L}
/
e N N N N ==

PARTITIONS

Now you are ready to configure SoftNAS. Simply log into your instance by using the IP address found in Server
Info.

NY1SOFTSOFTNAO1

$150.87 $0.21 $113.88

To set up SoftNAS, log in
with the Public IP e
presented in Server Info. <tandar

EMpiates

If a public IP is not yet set up, create one by clicking the button 'add public IP'. Fill in the required information.
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[#
o

If no public IP is set up,
«—s| click 'add public IP' to
create one. Log into your
SoftNAS instance using the | .
created IP. [

Once a public IP is set up, click it, and open your softNAS instance by entering the IP address into your web
browser.

Uﬁ SoftMAS Login X
€« C' | & b#tps://74.201.135.153/softnas/login.php

EESoftNAS
STORAGECENTER™

Log in to SoftNAS StorageCenter™

Login

Once you have logged in, you will be presented with the option to register, as well as to provide user information,
such as your email address. Provide the information, or skip till later. You will then find yourself within the
SoftNAS control panel, with a checklist to help you set up your instance.
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ESoftNAS STORAGECENTER™ SofiNAS Cloud™, wversion 3.2.3 Product Registration - unregisterad produet | |
Copyight & 2012- 2005 SotHAS, |LC. Al Rights Rt host SafiMAS i
Storage Admin stration W WElenwE == Getting Starked
A= -
[p— = SoftNAS
2753 Stovage 41 Bese-Seling MAS inthe Cloud
[T volumes and LUNs
& Slorage Paoks This cherklist arovices @ quide for haw o configure SOMENAS far inttial use. Chek on
51 CIFS Shares wach item below for instructions, then check ofF complebed ihems.
NFS Expoits . )
+ NFs Exports Gatting Started Chackist
= Desic Dievices
el S5 LU Targets Hint: First cick on @ step below to begin [7] 6. Partticn Storage Devices
5SS SAN [nistors 1. Configure Network Settings: and Hastname
= . ® [] 7. Create Sterages Paol
= Rln Systom 2, Set Administrator Passwords
A pReglicabe™ [ . B. Create VMolumes and LLUN:
vinailieaa "1 3. Apply Software Updates
7§ Settings . [71 9. Shave \olumes [NFS, CIFS, I5051)
(') Docurmestation 4 Actwate License Key
&l Lo out 5. Add Storege Devices O 1. Mext sheps

Venfy your network settings. If you Nava more than one netwars interface, g ahead and configure it using the Metwark
Interfaces meny.

Then set the hosmame for your SofMAS node
Ciick o e Configure Naw button below fo conbinue..,

¥| Show this sceen on stariup

Best practices and setup information for set up of SoftNAS are covered in detail within Getting Started Helper,
and the other categories falling under SoftNAS Cloud® Configuration. Follow the instructions presented in the
checklist until step 5, Add Storage Devices.

Typically, to add storage in SoftNAS, one would simply click on Disk Devices within the Storage Administration
Panel on the left.

Storage Administration “
= &=
I/ Dashboard
=) =4 Storage
[ volumes and LUNs
£ storage Pools
73 CIFS Shares
, NFS Exports
(=) Disk Devices
(=) iSCSI LUN Targets
(=) i5CSI SAN Initiators
File System
7 SnapReplicate™ [ SNAP HA
4 Settings
@[] Documentation
Log out
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Then one would click "Add Device" and follow the steps presented in the wizard that appears. Unfortunately, for
the moment, there are no APIs hooking directly to CenturyLink, in order to add storage. As you can see below,
the only option available from within SoftNAS is to add S3 storage. As this is not what we want, click Cancel.

testl Add Device *

5 3 Add Disk Device
R S LTI

Choose the type of disk davice you would like to add,
then press the Maxt button to continue.

@ Amazon 53 Cloud Disk Extender

Cancsl Mext

Instead, return to the CenturyLink Portal. Within the CenturyLink instance, click Edit Storage.

—r—— s — ¢ —r— 9 —=

Click Edit
Storage to add
disks.

Partition info could nof b

20t starage

In Edit Storage, click Add Storage, then Partition.
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Enter a) the amount of space (in GB) for the storage, b) a drive letter, and c) click apply.

1 of 4096 GB mad Srardge

add starage™

This will set up a build process within CenturyLink. If you refresh the screen, you can watch the progress of the

build and see when it completes.

Configure Server: NY1SOFTSOFTNAO2

Request Details

1 +y: mbdanchard _
account: SattNAS (soft 4 I . ™
date certer MY - US Exst Mew York)
e i
—— progress step re QAT tme-StRmn
@ complote ar Viall b .
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Once complete, return to SoftNAS via the public IP set up earlier. Click Disk Devices once more, and the new
devices will be presented, and available to assign into pools.

= Disk Devices

Available Devices

& Storage Pools

M Volumes and LUNs

& Partition Al 4 Create Partition 3§ Remove Partition |, Unrourt 2 Refresh
Device Ttad sen Make and model

[dewisd-i 10.0G8 SofthiS, Amazon Cloud Disk {file)
Jderefadh 10.0G8E Wieare Virlual disk

Jdewfscc 100G Widbware Virtual disk

Jdewfsd 10.0G8 Widwane Virbual disk

4 AddDevice  f Import X Delete Device
Device Usage
#Avallable to assign
Pailable lo assign
Ewilable to assign

Fomilable to assign

Exira Disk Info
53 bucket: contlinkmatt-20076-s34disk-2, in 'U.5. Sandard’ region

Set up of pools, volumes, high availability and more are covered in the SoftNAS Cloud® Configuration section
of this Installation Guide. High Availability configurations are covered in more detail within our High Availability

Guide.
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VMware vSphere

As shown below, SoftNAS Cloud® operates within the VMware virtualization environment, typically on a
VMware host that is dedicated as a NAS storage server. VMware virtualization provides the broadest range
of device and resources, resulting in superior management and administration. And because SoftNAS runs

within VMware, it inherits all the features and support that comes from VMware, including vCenter and other
administration tools.

Workload VMs

| ' _ | T

| |
+ F F F F =

SoftNAS™

Virtual Appliance
(VM = Linux)

VMware vSphere

=1 5
=l £

SAS

SSD SATA

VMware vSphere client is a familiar entity in on-premise storage environments. It is considered the principal
administrative interface for vCenter Server and ESXi environments.

After downloading and installing VMware vSphere, ensure that the most recent version of this client has been
installed.

Please review the VMware vSphere System Requirements for more details on recommended settings for the
SoftNAS Cloud® VM.
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SoftNAS Cloud® provides the following applicable products:

» SoftNAS Cloud® Express (1TB of storage)
» SoftNAS Cloud® Standard (20TB of storage)
» SoftNAS Cloud® Enterprise (up to 16 PB of storage)

* SoftNAS SNAP HA

Copyright ©2017 SoftNAS, Inc.

Product Storage Purchase License
SoftNAS Cloud® 1TB |Purchased from |Monthly & Annual
Express SoftNAS, license options
SoftNAS Cloud® | 20 TB |Purchased from |Monthly & Annual
Standard SoftNAS, license options
SoftNAS Cloud® | 16 PB |Purchased from |Monthly & Annual
Enterprise SoftNAS, license options

™

included with each product.
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Preparing a VMWare Hardware Environment

As shown below, SoftNAS™ operates within the VMware virtualization environment, typically on a VMware host
that is dedicated as a NAS storage server. VMware virtualization provides the broadest range of device and
resources, resulting in superior management and administration. And because SoftNAS runs within VMware, it
inherits all the features and support that comes from VMware, including vCenter and other administration tools.

% [ Admin ] \\

NFS CIFS ISCSI Replication

ZFS on Linux Storage Engine

\ CentOS 6.x Linux Operating System )K

. . ~ Device-independence
VMware Virtualization Supports any hardware

SRS _465 278

ECC RAM

4-32
cores

fal

il

adipistirs

125

NICs

1 GbE
10 GbE
Infiniband

On the VMware host for SoftNAS, one or more SoftNAS virtual machines are deployed using standard VMware
best practices. As shown below, from 4 to 32 (or more) cores and hyperthreads are allocated to the SoftNAS
VM(s) for storage management. Large amounts of ECC memory (from 4 GB up to 2 TB) are allocated to the
SoftNAS VM, providing large amounts of RAM cache, which dramatically increases read performance.

Any desired network topology can be supported via the VMware physical and virtual network switching layers -
from 1 GbE to 10 GbE and Infiniband for high throughput. It's common to deploy 1 GbE ports for administration
of VMware and SoftNAS, plus 10 GbE or Infiniband bonded ports for high-speed storage access. And since all

networking flows through VMware, all vSwitch functionality, including load-balancing, VLANS, throttling and more
are all available.

For extremely high-IOPS deployments (e.g., VDI, databases, etc.), a combination of RAM, Flash Cache PCIE
memory cards and/or SSD's can be deployed for maximum performance.
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The SoftNAS VM runs as an x64 version of the robust, secure and stable CentOS 6.x Linux operating system.
Linux provides a broad range of standard services, including NFS, CIFS (Samba) and iSCSI for NAS client
connectivity.

Virtualization adds a minor amount of overhead (less than 5%) versus bare metal operation. The additional CPU
and memory available more than compensates for this nominal virtualization overhead. Of course, virtualization
provides SoftNAS storage many of the same benefits that workload VM's enjoy by being virtualized (e.g., ease of
administration and management, and unparalleled flexibility and device compatibility).

Note: A minimum of 4 vCPUs is required for proper operation. ZFS includes 256-bit block checksums, which
consume some CPU. If you choose to use data compression and/or deduplication, additional CPU power may
be required.

The ZFS storage engine makes very effective use of RAM for caching. As RAM is relatively inexpensive,
it is recommended to provide the SoftNAS VM with as much RAM as you can make available for optimal
performance. Always use ECC RAM with SoftNAS, as you want to ensure there are no errors accidentally
introduced into your data by memory read/write cycles (and ECC will detect and correct any such errors
immediately).

Please review the VMware vSphere System Requirements for more details on recommended settings for the
SoftNAS VM.
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VMware vSphere Networking Considerations
A minimum of 1 gigabit networking is required and will provide throughput up to 120 MB/sec (line speed of 1Gb/
E). 10Gb/E offers 750+ MB/sec throughput. To reduce the overhead for intensive storage 1/0O workloads, it is
highly-recommended to configure the VMware hosts running SoftNAS and the heavy I/O workloads with "jumbo
frames", MTU 9000. It's usually best to allocate a separate vSwitch for storage with dual physical NICs with their
VMkernels configured for MTU 9000 (be sure to configure the physical switch ports for MTU 9000, as well). If
possible, isolating storage onto its own VLAN is also a best practice.

If you are using dual switches for redundancy (usually a good idea and best practice for HA configurations),
be sure to configure your VMware host vSwitch for Active-Active operation and test switch port failover prior to
placing SoftNAS into production (like you would with any other production VMware host).

You should choose static IPv4 addresses for SoftNAS. If you plan to assign storage to a separate VLAN (usually
a good idea), ensure the vSwitch and physical switches are properly configured and available for use. For
VMware-based storage systems, SoftNAS is typically deployed on an internal, private network. Access to the
Internet from SoftNAS is required for certain features to work; e.g., Software Updates (which download updates
from softnas.com site), NTP time synchronization (which can be used to keep the system clock accurate), etc.

From an administration perspective, you will probably want browser-based access from the internal network
only. Optionally, you may wish to use SSH for remote shell access (optional). If you prefer to completely isolate
access to SoftNAS from both internal and external users, then access will be restricted to the VMware console
only (you can launch a local web browser on the graphical console's desktop). Note that you can add as many
network interfaces to the SoftNAS VM as permitted by the VMware environment.

Prior to installation, allocate a static IP address for SoftNAS and be prepared to enter the usual network mask,
default gateway and DNS details during network configuration. By default, SoftNAS is configured to initially boot
in DHCP mode (but it is recommended to use a fixed, static IP address for production use).

At a minimum, SoftNAS must have at least one NIC assigned for management and storage. It is best practice to
provide a separate NICs for management/administration, storage I/O and replication /0.
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VMware vSphere Disk Device Considerations
The SoftNAS VM runs the Linux operating system, which boots from its own virtual hard disk (VMDK) on the local
disk drive (host datastore).

SoftNAS manages a collection of locally-attached storage devices, as shown below. Physical storage devices
are typically managed by VMware and presented as VMware datastore (it is also possible to pass disk controller
through VMware directly to Linux for direct-attached raw disks, although that configuration is more complex and
less common).

VMDKSs are used to attach disk storage to the SoftNAS Linux VM. SSD read and write cache devices are
attached in a similar way. Note that a single SoftNAS VM can be deployed for dedicated applications or multiple
SoftNAS VM's can be deployed for service provider configurations, where different customers receive their own
separate SoftNAS virtual storage server.

NFS CIFS iISCS|
Vol1 Vol2 Vol3 ... VoIN
Cache »

raidz raidz ZFy

VMDK |  VMDK VMDK |  VMDK |  WVMDK Disk Disk

Linux

SSD Disk e Disk
Datastore Datastore Controller
VMware

VMDK's can be arranged into raid configurations within SoftNAS to form RAID-1/10 mirrors or RAIDZ-1 to
RAIDZ-3 configurations, which provide additional data protection features.
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One or more VMDK's can be combined to create a "Storage Pool". Each storage pool provides an expandable

aggregate of storage that can be shared by one or more Volumes. Volumes are then exported as NFS, shared

as Windows CIFS shares or made available as iSCSI target LUNs.

Finally, when configuring the SoftNAS VM, for highest throughput it is recommended to change the SCSI disk
type from "LSI Logic" to "Paravirtual”, which provides the best disk 1/O performance characteristics.

SSD (solid state disks) drives

SoftNAS supports the use of high-speed SSD drives, including the latest, affordable MLC drives comprised of
flash NAND memory, which typically provide access times 100 times faster than physical disk drives (e.g., access
times in the 0.1 millisecond range are common, with 300 MB/sec to 450 MB/sec transfer rate per drive). This
equates to 40,000 to 50,000 or more IOPS (1/O per second).

SSD are excellent for use as both Read Cache and Write Log purposes, augmenting main memory with
additional high-performance caching and logging storage. Note that write log devices can be configured as RAID
1 mirrors, so you have double protection against drive failures and data loss.

Some recommended drives include Crucial M4 series SSD, which are widely available and very affordable. The
Crucial M4 512 GB drive shown below costs a few hundred dollars and provides very impressive throughput

and extremely fast read access, and respectable write speed as well. These drives are now less than $1 per
GB and are as much as 100 times faster than SAS drives. However, there is a short life expectancy for these
drives - est. 3 to 5 years, depending upon how much write activity your workloads exhibit. If you have high-
write workloads, SAS drives may be a better choice for long term high-performance storage. If you have read-
intensive workloads, it's hard to beat SSD for high-performance and durability, especially at the price. Of course,
SSD are an excellent choice for read cache - a use case for which they're hard to beat.

Lastly, SSD consume about 1/10th the power of spindle drives like SAS and SATA disks, so if low-power
operation is an objective, SSD are a great solution.

File Edit View Tools Language :Help‘|
[K: M4<LT512M4SSD2 -

M4-CT512M4SSD2 Read:

D009

iaStor - OK
1024 K - OK
476.94 GB

% Seq 150831 MB/s 26010 MB/s
9 4K | 21.10MB/s 6859 MBIs

v 4K-64Thrd  (159.64.MBIs.| |206.69 MBis.

vl Acc.time

- 0.087ms  0257ms
Score:  (aAN MMGOT

Copyright ©2017 SoftNAS, Inc.



EESoftNAS - -
cLOUD" Installation and User Guide

10K and 15K SAS Drives

SAS drives have long provided a solid foundation for storage systems. Assuming budgets permit, it is
recommended to use 15K SAS drives for high-performance workloads, such as SQL Server databases, virtual
desktop systems like RDS, VMware View, Citrix XenDesktop, Exchange Server and other performance-sensitive
applications. As always, use of RAID 10 provides best read and write performance, while RAID 5/6/7 provide
excellent read performance with some write performance penalty. Adding SSD as read cache and write log can
greatly improve the performance of small writes and brief I/O bursts.

The Seagate Cheetah 15K SAS drive shown below, for example, provides high-perfomance with proven reliability
for long-term reliability.

SATA drives

Modern SATA drives provide access to high capacity storage at relatively low performance levels. SATA storage
is typically adequate for file servers and user data, backup data storage and many common applications that do
not require high levels of performance. For best results, do not use SATA drives for high-performance workloads.
High-capacity SATA drives like the Seagate Barracuda7200 3 TB drive shown below provide an enormous
amount of storage when aggregated into a RAID array, and are very affordable at a hundred to two hundred

dollars apiece.
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VMware vSphere Guidance for Storage Enclosures
There are many options for storage enclosures, including chassis with redundant power supplies, redundant
cabling in both 3.5" and 2.5" form factors.

12 Hot-swap drives: 36 TB (3TB drives) 24 Hot-swap drives: 72 TB (3TB drives)

"

You may also leverage JBOD arrays with SoftNAS.

After you have chosen which of the above methods of connecting JBOD (just a bunch of disks) to VMware, then
you are ready to install and configure SoftNAS. If you are just giving SoftNAS a try on a smaller-scale basis, then
almost any VMware-compatible disk storage will suffice as a starting point. Just remember, you don't need to
spend a lot to get high-performance, high-quality NAS capabilities with SoftNAS, as there is enormous flexibility
and choice available due to the broad compatibility provided by VMware and Linux.

Please review RAID Considerations for additional information on available and recommended data disk
configurations.

Note: After the installation of SoftNAS, we recommend updating the VMware Tools that ship with SoftNAS to
ensure you have the latest version of VMware Tools installed for your VMware system. This will ensure you can
gracefully shut down and reboot SoftNAS from the VMware vSphere or vCenter console (as with any other VM)
and that you have the latest vmxnet3 drivers (required for optimal 10 GbE throughput).
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VMware vSphere System Requirements

Listed below is a table to assist with the setup decisions during the configuration required to accomplish various
tasks and goals.

Specifying Memory and CPU Reservations
Always specify the CPU and Memory reservations for the SoftNAS Cloud® VMs to prevent over-commitment of
vSphere Server resources.

Note: Overcommitting vSphere Server resources without specifying CPU and Memory reservations will cause
unwanted HA failovers.

Recommended Configuration Note
Compute |’ Set a compute reservation for all of the CPU assigned to the SoftNAS
£ Cloud® VM.
Light Use 2 vCPU minimum
General Use 14+ vCPU recommended, based on use of compression
Heavy Use 8+ vCPU large-scale use with compression and deduplication
Memo » Set a memory reservation for all of the memory assigned for the SoftNAS
Y |cioud® vm.
Base RAM- |2GB minimum
General
System RAM -|8 GB medium-scale use
Medium
System RAM -|32+ GB large-scale use with increased caching
Heavy
Additional 1 GB per 1 TB of required for best performance
RAM deduplicated storage.
e.g.: 50 TB deduplicated storage = 50 additional GB for deduplication tables.
Storage

Boot Disk 64-bit Linux CentOS 30GB, Thin-provisioned
4/5/6 (64-bit)

Data Disks Virtual Hard Disks (VMDK) for data storage will support any VMware-supported

datastore.
Hardware If the local disk controller supports hardware RAID, hardware RAID can be used
RAID to create VMware host datastores.
Software If SoftNAS Cloud® is preferred to handle RAID, add VMDKSs to the SoftNAS
RAID Cloud® VM and configure RAID in the SoftNAS Cloud® product.

iISCSI SAN SoftNAS Cloud® can mount and support all VMware-supported disk
configurations, including iSCSI SAN via software or hardware HBA.

Networking
Up to 120 MB/|1 GbE minimum
sec
Up to 750 MB/]10 GbE Other VMware-supported networks, such as Infiniband,
sec are also available.
HA Active/Active or Active/ |Required setting for VMware vSphere to tolerate a NIC
Networking Passive vSwitch or switch failure.
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Use of "full mesh" HA switch configurations are also recommended to prevent
switch failures from interrupting storage access.

HA Host Ensure that, for each host operating with SoftNAS Cloud®, the Data Disks are
Failover accessible. Preferred method: dual-path disks or iSCSI or fiber-attached disks
with VMware drivers.
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Listed below is a table representing the capabilities of the SoftNAS Cloud® for VMware vSphere.

SoftNAS Cloud® Capacity Configuration Note

Editions
SoftNAS 1TB
Cloud®
Express
SoftNAS 20TB
Cloud®
Standard
SoftNAS 16 PB
Cloud®
Enterprise
Free Tier Small-scale use micro instance limits performance; not

case & evaluation recommended for production use cases.

Memory
RAM Cache 1 GB to 100 GB Defaults to 50% total RAM for read cache
SSD Cache low-speed level 2 cache |Optional
Ephemeral low-speed level 2 cache |Optional for read cache
Cache

Storage
Maximum 16 PB Maximum usable storage capacity with SoftNAS
Storage Cloud®, contingent on license.
# of Storage Unlimited
Pools
# of Volumes Unlimited
# of Snapshots Unlimited
# of Snapshot Unlimited
Clones
SnapReplicate | Unlimited Pools & Volumes
SnapReplicate 56Kb/sec to
Throttle Unlimited bandwidth
Active Kerberos Integration
Directory
Files and Unlimited
Directories

Network
Schedules Unlimited
NFS Exports: Linux Default
iISCSI Targets Linux Default
CIFS Shares Linux Default
Firewall Ports: 22 (ssh), 443 (https) Plus NFS, iSCSI, and CIFS as required by network
IP Tables Off by default May be configured, but is not required. Use an
Firewall alternative method to set Security Groups unless

added firewall protection on a SoftNAS Cloud®
instance is required.
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Update VMware Tools

As with any VM, it is important to ensure VMware Tools are current and operating correctly. SoftNAS ships with
the latest version of VMware Tools already installed, but it is a recommended best practice to ensure the VMware
Tools are installed and compatible.

SoftNAS makes use of the vmxnet 3 network driver to support 10 GbE virtual NICs, support which is provided by
drivers that come with VMware Tools. These drivers are compatible across all ESXI 5.x versions.

To update VMware Tools on Linux, follow VMware's instructions here. Log in as root (use the default password
"Pass4WO0rd" if the administrator has not yet changed the root password). To log in, open up a console window
on VMware and press F8 in the SoftNAS Console, log in with the root password, then log into the SoftNAS
Desktop and launch a command shell, then follow the VMware Tools installation and update instructions.

As shown below, after pressing F8, enter the root password.

Sof tHNAS(tm) 1.1.12.el6.x86_ 64
Copyright (c) SoftNAS, LLC All Rights Reserved

Intel
8.1 G Authentication Required

Enter an authorized login name and password for
172.16.158.58

Conne P a ::-: sword [ wsmmmmmmnn_ @

https

<F2»> Customize System {F8> Run Desktop <F12> Shutdoun-Restar

We recommend automatic kernel rebuilds (the last question during VMware Tools installs), so that VMware
Tools remains compatible with future kernel updates.
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Deploying your SoftNAS Instance in VMware vSphere

Deploying your SoftNAS instance through VMware is a simple process. After obtaining the SoftNAS OVF file from
our site (via purchase or trial, see Launching SoftNAS Cloud® Platforms), note the storage location, and make
sure it is accessible from the machine hosting your vSphere Client.

1. Log into your vSphere client with the appropriate credentials.

2. Click File, and Deploy OVF Template.

%] ¥Center - ¥Sphere Client I [=] E3
File | Edit Wiew Inwentory Administraktion Plug-ins Help
e ' entory [ @ Hosts and Clusters | ﬁ'-lv Search Inventory |Q |
]
| Deq@-’ OYF Template. .. | m
o B e e & a
Report 4 SoftNAS-KAI-1
Browse WA Marketplace. .. [ RS Tl Summary | Resource Allocation | Performance | Tasks & Ewenks | Alarms | Console | Permissions
Prink Maps 4
What is a Virtual Machine?
Exit

=T [ Development_3h A virtual machine is a software computer that, like a

3. Click Browse to go to the location of your OVF file, and select it.

[+ Deploy O¥F Template

| Source

Select the source location,

Source

OYF Ternplate Details

Mame and Location
Host | Cluster

Resource Pool
Disk Format Deploy from a file or URL

Ready to Complete
v i IC:'l,Users'l,kai'l,DownIoads'l,SoFtNAS-S.4.D.ova

{3 Open

——
[\ );\ ) | g+ = Local Disk (C:) = Users = kai = Downloads - ml Search Downloads
Organize v Mew Folder =~ 0 ®
- Favorites 21 Mame | Dake modified | Type |
L
B Deskiop ‘ || SoftMAS-3.4.0.0va ) 11/13j2015 11:35 AM OVA File
4 Dowrloads || SofthAS-YMware-3.0,0va 2/23(2015 11:18 AM  O¥AFile
=l Recert Pl
=4 ROCEnL Haces || softMaS-YMware3.3.3.0va 9J26/2015 530 &M OVA File
- Libraries
3 Docunnents
J’ Music
=/ Pictures
B videos
1M Computer

ﬂ_’:. Local Disk {iZ:)

?! Network,

1M bsclient LI 1 | _'I

Help | File narme: Il x| |ouF packages (rovfrovsy 7]

4. Click Next, then Next again on OVF Template Details.

5. Type a name, select a location, and click Next.
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|J-_-T,J Deploy D¥F Template =] E3

Mame and Location
| Specify a name and location For the deploved template

Source Name:
OV Templake Details = oFtNAS-3.4.0)
Name and Location
The name can contain up to 80 characters and it must be unique within the inventaory folder,

Host | Clusker
Resource Pool
Disk Format

Inwentory Location:
Ready ko Complete b

® [E (s

ofERAS

Help | < Back | 1' Cance
A

3

6. Select the Host or Cluster you wish to deploy on, and click Next.
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|J-_-T,J Deploy O¥F Template =] E3

Host / Cluster
On which host or cluster do vou want ko run the deploved template?

Source El [y Softnas
OYF Terplate Details ﬁh Base_\Ms
Mame and Location Em Buildcluster

El Host / Cluster |fh Development_Clusker

Specific Hosk |fh Development_04

Resource Poal ﬁh RrD
Diisk. Farmat ﬁh Yirtual Cluster
Ready to Complete ﬁh WSANCIusker

Help | < Back h Mext = D Cancel |

7. Select a Resource Pool. Click Next.
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|J-_-T,J Deploy O¥F Template M=l E3

| Resource Pool
Select a resource pool,

Source

ONE Ternplate Details
Mame and Location
Host § Clusker
Resource Pool
Skorage

Disk Format

Metwork Mapping
Ready ko Complete

Select the resource pool within which you wish to deploy this template.

Resource pools allow hierarchical management of computing resources wikhin a hosk ar clusker, Wirkual
machines and child pools share the resources of their parent poal,

=l f Developrment_a
& Management

© [Servers

Help |

% Back "' Cancel |

8. Select your destination storage. Click Next.
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|J-_-T,J Deploy O¥F Template =] E3
Storage
where do you want to store the virtual machine Files?
Source Select a destination storage for the virkual machine files:
OVF Template Details ;
Hame and Locakion M Storage Profile: I j iy
Host f Cluster Mame | Drive Type | Capacity | Provisioned | Free | Type | Thin Pro
EP_‘":SLW @ s fhacce... Non-Ssp 008 8008 8008 1MESD At supn
orage
Disk Formak @ SATAZ Mon-550 930,75 GE 1.27 TE 139,43 GE WMF5S Supparke
Mebwork Mapping @ 550 Datastare 35D 953,25 GE 963,07 GB 10,86 GE  WMF35 Supparke
Ready to Camplets B VeeamSackup... Chinosn JF0.80 af 3966 6F fop.24 a8 AFs Sunporte
l | 12
" | Disatle Storage DRS for this virtual machine
Select a datastore:
Mame: | Drive Type | Capacity | Provisioned | Free | Tyvpe | Thin Provis
1| | i
Campatibility:
Help | < Back |‘ Mext = ) Cancel
R —————
Y

9. Select a Disk Format, depending on your requirements. For example if running your VM in an environment with
space constraints, select thin provisioning. Look to VMware help for more information. Click Next.

10. Select a network for your VM. If creating an HA environment, be sure to select the same network as other

instances.

Note: If creating an HA environment, you will require at least three VMs, two to act as paired nodes, and one to
act as HA Controller. Plan accordingly.

11. Click Finish.

Your SoftNAS instance

will deploy after a short interval.

Copyright ©2017 SoftNAS, Inc.


http://www.vmware.com/ca/en/help

EESoftNAS

CLOUD® Installation and User Guide
Configuring the Network Using SoftNAS Console

SoftNAS appliances have a Console for VMware vSphere.

1. Log into vSphere Client.

2. On the Home Page, double click the Host and Clusters option under the Inventory section.

|J-_-T,J ycenter.softnasdev.ocal - vSphere Client =] B3

File Edit Wiew Inventory Administration Plug-ins Help

ﬁ @ |Eﬁ Home |ﬁ’|v Search Inventory

a
o ™
Inventory ( I=
Q ®
Seatch Hosts and Clusters WMz and Dakastores and Metworking WS Management
Templates Datastore Clusters Portal
Adminiztration
s &5 El > &5
. . A : =% |
Rales Sessions Licensing Swsktermn Logs viZenkter Server wCenter Solutions  Storage Providers
Settings Manager
Management
YA = 1|

Lo 2 -

Recent Tasks

Marme, Target or Status containg: - | Clear x
Mame | Target | Status | Details | Initiated by | wiCenter Server | Requested Start Ti... = | Start Time
1] | 2+l
] Tasks @ Alams |

|SOFTNASDEY kai v

e

All Hosts and Clusters will be displayed.

3. Right click on the SoftNAS VM and select Open Console option.
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|J-_-T,J yvcenter.softnasdev.local - ¥Sphere Client

File Edit Yiew Inventory Administration Flug-ins Help
ﬁ E ‘Eﬁ Harne Dl_riﬂ Imvenkory [> Hosts and Cluskers ‘ Fl=| Search Inventory ‘Q|
nip 8o GRk s 2w

TEEEIBN sonnas-kai
{3 Eric-HA-Cont :
3 Eric-Test-3-4 Getting Started W2 tion | Performance | Tasks & I alarms
& Fabio
=@ ka : What is a Virtual Machine ?
(s [Softra=
& Lino Pawer 3
& Mihajlo Guesk 3
© Nate Snapshot

& Predrag g rating system. &
= @& Prokopis Open Copsole 9y o |

@ Clostel @ Edt settnis. . ne is an isolated computing Cluster f4)

@ B B wigrate... tual machines as desktop or (K

ESKi S, testing environments, or to
Esxi6| A% Clone... hs.

Hitachi
Templake 4 .
Manag chines run on hosts or -
Faulk Tolerance » | 3

Recent Tasks Add Permission. .. Chrl+P

e

Click Open Console

® O E
a8

1

MWame, Target ar Status containg, | Clear x

Alarm L — " -
Mame ails | Initiated by | wiCenter Server | Requested Start Ti... =— | Start Time

Repart Performance. ..

Rename

4 4
I Open in Mew Window,..  Ctrl+AHN I —I

¥ Tasks @ Alams |— R |SOFTHASDE kai v

Delete From Disk
Migrate ko EC2

The console of the selected VM will be displayed.

Note: Check the status of VM on the console. If it is off, power it on.

Right click on the SoftNAS VM and select the Power On option.
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|'£T,J ycenter.softnasdevy.local - ¥Sphere Client

File Edit Wiew Inwventary Administrakion Plug-ins  Help
B 'E!_'f Home [ g Inventory [ Eﬂ Hosks and Clusters
s u > @B G RIS [ Ciick Power

H & Fabio | On
ER=LE
& E—l CEFRIAC. L o iGetting Started
& Lino | Fower r Power On | Ctrl+E
@ Mihaj Quest b Pomer O TS TR
Mak
g P?eder Snapshak r Suspend Chrl+Z
2@ Proks = open Consale Reset Chrl+T
g E@ Edit Settings. .. shut Down Guest  ChrH+-D 1
[+
B migrate... Restart Guest Chrl+R.
@ E ,
@ E Upgrade Yirtual Hardware machine is an isolated computing
@ H - use virtual machines as desktop
@ S , [nts, as testing environments, or-
@ b lications.
Il Y - .-

The Console with the new configuration screen will be displayed.

ET,J SoftNAS-Kai on 172.16.151.201

File  Wiew M

mi> &8 G ke P

Sof tNAS(tm) 3.4.6
Copyright (c) SoftHAS, LLC All Rights Reserved

Intel(R) Xeon(R) CPU L5648 @ 2.27GH=z
8.2 GB Memory
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The Console has 3 options.
* Customize System -

A. To Customize the system, press the F2 function key on the keyboard.

File Wiew YM

miy &8 G B @8

SoftHAS(tm) 3.4.6
Copuright (c) SoftHAS, LLC All Rights Reserved

Intel
8.2 6 Authentication Required

Enter an authorized login name and password for
172 .16.8 .44

Conne Password [ =asaemmmms (:
https

LOG I
Login: root Password: Pass4Wlrd

<FZ> Customize 3System <FB8> Run Desktop <F1Z> Shutdown-Re

Enter an authorized login name and password for the logged in VM.
B. Use the login id as root in the Login text entry box.

C. Enter the root password as Pass4WO0rd in the Password text entry box (change the root password
using the console).

D. Press the Enter key on the keyboard to log in.

The System Customization screen will be displayed.

* Run Desktop - To run the desktop, press the F8 function key on the keyboard.

+ Shutdown/Restart - To shutdown or restart the system, press the F12 key on the keyboard.
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Customizing the System

The System Customization screen allows configuration of all the core components of the network (VMware
vSphere platforms only).

The screen has the following options.

» Configure Password

» Configure Management Network
* Restart Management Network

» Test Management Network

* Network Restore Options

» Configure Date and Time

Use the Up/Down arrows on the Keyboard to navigate between the options.

Conf igure Password

Configuring the Password & Conf i gure Password

Configuring the Managemant Network & t unauthorized access to
Restarting the Management Network °— em, set the passwo rd for

Testing the Management Network & the user.

Configuring the Network Restoring Options e

Configuring the Date and Time e

{Enter> Change <Esc> Log Out

1. On the System Configuration Console, navigate to Configure Password option.
2. Press Enter.
The Configure Root and SoftNAS Password screen will be displayed.

Setting the password for the “root” and “softnas” login name will prevent unauthorized access to this host.
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System Customization Conf igure Password

Conf igure Password Set
Conf igur Conf igure Root and SoftHAS Password

Te Man Setting the password for the "root” and "softnas”
Network login name will prevent unauthorized access to this

Conf igur

Conf irm Password [ sestsesesesestsist

{UpsDown> Select <Enter> Change {Esc> Log Dut

3. Enter the old password in the Old Password field.

4. Enter the new password in the New Password field.

5. Confirm the password by re-entering it in the Confirm Password field.
6. Press Enter.

The password will be reset.

1. On the System Configuration Console, navigate to Configure Management Network option.
2. Press Enter.

The Configure Network Management screen will be displayed.

Copyright ©2017 SoftNAS, Inc.



EESoftNAS Installation and User Guide

CLOUD’
Network fAdapters

Metwork Adapters eth

The netwo
show the

lect q

{Enter> Change {Esc> Log Out

From here, configure the following options:
* Network Adapters

* I[P Configuration

* DNS Configuration

» Custom DNS Suffixes

Note: To view or modify this host's management network settings in detail, select the required option and
press the Enter key on the keyboard. Configure the selected adapter’s IP Address and DNS settings.

3. On the Network Adapters option, press the Enter key on the keyboard.

The network adapter screen will be displayed with the available interfaces.

Network Adapters

BA:S5B:56:AC: 78 :84 Connected

4. Check the Mac Address and Status of the device.
5. Press Esc key on the keyboard.

The Configure Network Management screen will be displayed.
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IP Configuration

6. Navigate to the IP Configuration option.

7. Press Enter.

The IP Configuration dialog will be displayed.

[ Configuration

Installation and User Guide

IP Configuration

Automatic
’ Adre

Subnet

Default G

This host can obtain an IP ad

* networking parame

includes a
consult you: 1
for the appropriate settings.

{Enter> Chan ge % Lo 0 Out

select a network adapter for configuration

8. Select the network adapter for configuration.

9. Press Enter key on the keyboard.

HA:58:56:AC:78B:84

The configuration options for the selected adapter will be displayed.
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Conf igure Management Network Network Adapters

Ne
Adapter eth
[P
DN 1 Er can ytain ne settings automatically if your
: not, the following

Jet static IP address and network configration:

<UpsDown> 3Jelect {Enter> Change <Esc> Log Out

This adapter can obtain network settings automatically on a network including a DHCP server. If it does not,
configure the right options.

10. Scroll down to static IP address and network configuration.

11. To select it, press the Space bar key on the keyboard.

12. Set the static IP address.

13. Configure the subnet mask address.

14. Enter the default gateway.

15. Press Enter key on the keyboard.

16. Back on the Configure Management Network screen, select the DNS Configuration option.

17. Press Enter.
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DHS Configuration

DNS Conf iguration

Automatic

Primary DNS Serwver:

Alternate DNS Sever

Hostname: Sof tNAS

{Enter> Change

»: Not

Installation and User Guide

172.16.158.1

set

¢E=sc> Log Out

This host can only obtain DNS settings automatically if it also obtains its IP configuration automatically.

18. Configure the required settings.

DNS Configuration

obtains its

Conf igure Management Network

This host can only obtain DNS settings automatically
IP configuration automatically.

DNS Configuration

(X) Use the following DNS server addresses and hostname:

if

it also

UpsDown> Jelect

<{Enter> Change

{Esc> Log Out

19. Back on the Configure Management Network screen, select the Custom DNS Suffixes.

20. Press Enter.
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Custom DNS Suff ixes

SO0FTHNASDEV. local

When wusing short, unqgualified mames,
DNS queries will attempt to locate

Custom DNS Suff ixes the specified host by appending the
suffixes listed here in the order
shown until a match is found or the
list is exhausted.

If no suffixes are specified here, a

default suffix list is derived from
the local domain name.

{Enter> Change {Esc> Log Out

When using short, unqualified names, DNS queries will attempt to locate the specified host by appending the
suffixes listed here in the order shown until a match is found or the list is exhausted.

If no suffixes are specified here, a default suffix list is derived from the local domain name.

Conf igure Management Network Custom DNS Suff ixes

Network Adapters SOFTHNASDEV. local

IP
DN Custom DNS Suff ixes
Cu
DNS queries will attempt to locate hosts by appending the
suff ixes specified here to short, ungualified names.

Use spaces or commas to separate multiple entries.

<{Up-Down> Select {Enter> Change {Esc>» Log ODut

DNS queries will attempt to locate hosts by appending the suffixes specified here to short, unqualified names.

21. Enter the proper suffix in the Suffixes field. Use spaces or commas to separate multiple entries.

22. Press Enter.
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1. On the System Configuration screen, select the Restart Management Network option.

2. Press Enter.

Restart Management Network

Restarting the management network interface may be required to restore networking or to renew a DHCP

lease.

Note: Restarting the management network will result in a brief network outage that may temporarely affect

running virtual machines.

Restart Management Network

Restarting the management network
in may be required to

networking or to renew a DHCP lease.

Restarting the management network
will result in a brief network
outa e t ma U tem por | y a ffect
running virtual machiy

Esc> Log Out

1. On the System Configuration screen, select the Test Management Network option.

2. To perform a brief network test, press the Enter key on the keyboard.

Copyright ©2017 SoftNAS, Inc.



EESoftNAS Installation and User Guide

CcLOuD’

Test Manmagement Network

To perform a brief network test,
press <{Enter>.

By default, this test will attempt
Test Management Network to ping the configured default
geteway, ping the configured primary
and alternate DNS servers, and
resolve the conf igured hostname.

{Emter> Run Test {Esc> Log Out

By default, this test will attempt to ping the configured default gateway, ping the configured primary and
alternate DNS servers, and resolve the configured hostname.

1. On the System Configuration screen, select the Network Restore Options.

2. To restore network options to the default mode (DHCP), press the Enter key on the keyboard.

NHetwork Restore Options

To restore network options to the
default mode (DHCP) press <{Enter>.

Network Restore Options

{Enter> Restore {Esc?> Log DOut
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The default network options will be restored.

1. On the System Configuration screen, select the Configure Date and Time option.
2. To restore network options to the default mode (DHCP), press the Enter key on the keyboard.

The Configure Date and Time screen will be displayed.

Date and Time

Date and Time Date: A
Time: 1

change current date and time

{Enter:.

<Enter> Change <Esc> Log Out

3. To set date and time, select the Date and Time option.
4. Press Enter.

The Change Date and Time dialog will be displayed.

Change Date and Time

Date

5. Enter the correct date in the Date field.

6. Enter the time in hours, minutes and seconds in the field.
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7. Press Enter.

8. Back on the Configure Date and Time screen, select the Timezone option to set the required time
zone.

9. Press Enter.

Timezone

Timezone: America~-Chicago

Timezone

To select timezone press

The Select Timezone screen will be displayed.

Select Timezone

nfricasAbid jan

10. Move the up or down arrow to select the required time zone.

11. Press Enter.
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The selected time zone will be set.

12. Back on the Configure Date and Time screen, select the Network Time Protocol option.

13. Press Enter.

Network Time Protocol (NTF)

NTP Server: time.windows.com

TP server address press

MNetwork Time Protocol (NTP)

{Enter> Change

The Set Network Time Protocol (NTP) Server screen will be displayed.

Set Network Time Protocol (NTP) Server

Time will be syncronized in few seconds automatically.

14. Enter the NTP server address in the Server Address field.
15. Press Enter.

The NTP server time will be synchronized.
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Configuring VM Settings

After installing the OVF to create the SoftNAS Virtual Storage Appliance VM, configure the VM settings in
accordance with best practices and network needs. The boot disk (Hard Disk 1) should be set to 30 GB, thin-
provisioned.

For a quick benchmarking resource configuration, use 4 vCPUs and 4 to 8 GB of RAM. Configure storage and
run benchmarking tools to observe resource utilization in the SoftNAS StorageCenter Dashboard charts and
vSphere performance charts.

RAM Note: The operating system and SoftNAS consume up to 1 GB of RAM, using most of the remaining
RAM for cache memory and metadata. The more RAM assigned to the VM, the better read cache performance
will be, as SoftNAS will keep as much data in RAM cache as possible. Consider this resource allocation for
deduplication: at least 1 GB of RAM per terabyte of deduplicated storage, to keep the deduplication tables in
memory (or supplement the RAM cache with a read cache device).

Paravirtual SCSI Disk Controller Support
For maximum throughput and IOPS on VMware, choose the Paravirtual SCSI Controller for the SoftNAS VM
(instead of using the default LSI Logic Parallel SCSI controller).

VM Snapshot Mode
Before applying software updates to SoftNAS after it is in production, and to support online backups in popular
backup programs, VM snapshots are useful as part of the backup and recovery process. Depending on the plan
to manage backups of VM data, choose which mode snapshots will operate in.
* Independent Mode - to enable smaller VM snapshots, configure the boot disk, Hard Disk 1, in the
"Independent” mode. This causes VM snapshots to apply only to this first hard disk by default (and not
include all added data disks, which could be prohibitively large). The advantage of using Independent
mode is VM snapshots will be faster and smaller.
* Dependent Mode - by default, VM snapshots include all hard disks attached to the VM. When used
with SoftNAS and a VM backup process, this setting causes all SoftNAS VM disks to be backed up
together as a set. This results in much larger backup sets, but may be preferable as a means of achieving
additional protection and recoverability in the event of a disaster or need to restore the entire storage
system to a different computer or location. If there are only a few terabytes to back up, this may be the
prudent choice.

Network Adapter

On a typical 1 gigabit network, the default E1000 network adapter is sufficient; however, for a 10 gigabit or
higher-performance network card, the VMXNET 3 network adapter should be used for best results and higher
throughput. Note that installation of the VMXNET 3 requires installation of the proper VMware Tools in the guest
operating system (in this case, CentOS 64-bit Linux).

Memory / CPU Hot Plug

It is recommended to allow CPU Hot Plug and disable Memory Hot Add, which will make it more convenient to
add CPU later to use a lot of data compression or other features that consume additional CPU. Linux seems to
do fine when additional CPU are added at run-time.

Note: Add memory with the system powered down and disable hot add of memory at run time.
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Logging on to VM

Save the SoftNAS Cloud® for VMware vSphere OVA file to a computer from the email received after product
registration. This version of SoftNAS Cloud® is delivered as an OVA virtual machine appliance file for VMware
vSphere related virtual machine environments. This OVA has been tested and certified for use with VMware
vSphere.

Connect to ESXi host via VMware vSphere Client, either directly to the host or using vCenter, as appropriate.

For virtual machine environment such as VMware ESXI, deploy the SoftNAS™ Virtual Storage Appliance on
hosts that are running ESXi version 4.x or later. Then access the OVF files from vSphere Client.

1. Start vSphere Client installed on a computer within the virtual network.

() VMware vSphere Client [ExC|
vmware

VMware vSphere”
Client

To directly manage a single host, enter the IP address or host
name.

To manage multiple hosts, enter the IP address or name of a
vCenter Server.

1P address [ Name: —L[

User name:

Password:

M Use Windows session credentials

oo ] e | v |

2. Provide the host IP login credentials to access SoftNAS Virtual Storage Appliance installed on the local host
server.

Select the SoftNAS VM.

3. Install the OVA software appliance using VMware vSphere Client and follow the on-screen instructions.
* In the VMware vSphere Client, select File > Deploy OVF Template and enter the path or navigate to
the OVA file on the local system.
* Follow the prompts in the Deploy OVF Template wizard to create the SoftNAS Cloud® Virtual
Storage Appliance as a VM on the local host.
« If prompted to choose the operating system, select 64-bit Linux CentOS 4/5/6 (64-bit) and Thin
Provisioned. The VM will consume approximately 30GB of disk space.

4. Power On the VM and Open Console.
5. Click the SoftNAS Admin option to begin the login process.

The SoftNAS Cloud® Login screen will be displayed,.
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2

SoftNAS

£

l |
p \-—"\,I SoftNAS Admin
e ¥

Password: [.uu....|

Cancel

5. If the administrator password has not been changed yet, enter the default password Pass4WO0rd (with a zero),
in the Password text entry box.

6. Click Log In.
The SoftNAS Cloud® VM's desktop will be displayed.

() Applications Places System 0 / @ Thuoct 9, 2:56:32PM ) SoftNAS Admin ]

= B

=

EOTIpULED SysEmiMoanitor File Browser
Disk Uftility

4y

Disk Usage AnallZers

Terminal

softnas's Home
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Open Terminal from the SoftNAS Cloud® VM desktop to find or verify the IP address required for access to
SoftNAS StorageCenter.

From the SoftNAS Cloud® VM desktop, either access the SoftNAS Storage Administration or Terminal to
configure network settings.

Now that the VM has been verified, open SoftNAS StorageCenter.
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Performance Tuning for VMware vSphere

Achieving peak storage performance in the VMware environment involves tuning the VMware configuration
beyond default values. The following are recommended best practices for tuning VMware for use with SoftNAS.

VMDirectPath provides a means of passing a disk controller device directly through to the guest operating
system (i.e., CentOS Linux).

To enable VMDirectPath Configuration page in the vSphere Client

1) Select the ESX host from Inventory.

2) Select the Configuration tab.

3) Select Advanced Settings under Hardware.

4) Edit and select device(storage controller,physical nic)

Note that Intel VT-d (or equivalent) processor feature is required for support of VMDirectPath.

In VMware, change the SCSI controller type to "Paravirtual", which provides more efficient access to storage.

Physical NIC Settings
A host physical NIC can have settings, which can provide better utilization and performance improvement:

Most 1GbE or 10GbE NICs (Network Interface Cards) support a feature called interrupt moderation or interrupt
throttling, which coalesces interrupts from the NIC to the host so that the host does not get overwhelmed and
spend too many CPU cycles processing interrupts.

To disable physical NIC interrupt moderation on the ESXi host execute the following from ESXi SSH session.

Find the appropriate module parameter for the NIC by first finding the driver using the ESXi command:

.............................................................................................................................................................

Also, check the host for SR-IOV support, which provides additional performance and throughput in virtualized
systems like VMware.

By default ESX server network stack allocates 64MB of buffers to handle network data.
Increase buffer allocation from 64MB to 128MB memory to handle more network data

To change Heap Size ESX Host:
Configuration tab for the ESX Server host- Advanced Settings-VMkernel - Boot-
VMkernel.Boot.netPktHeapMaxSize
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VM’s virtual adapter has many tuning options, which can also provide much better throughput:

Configure jumbo frames (MTU 9000) in vSwitch and virtual network adapter (be sure physical switch supports
MTU 9000)

We recommend VMXNET 3 virtual NICs
Disable virtual interrupt coalescing for VMXNET 3 virtual NICs as follows:

Go to vSphere Client, go to VM Settings - Options tab - Advanced General - Configuration Parameters and add
an entry for ethernetX.coalescingScheme with the value of disabled.

An alternative way to disable virtual interrupt coalescing for all virtual NICs on the host which affects all VMs,
not just the latency-sensitive ones, is by setting the advanced networking performance option (Configuration -
Advanced Settings - Net) CoalesceDefaultOn to 0 (disabled).

Disable LRO
Reload the vmxnet3 driver in the SoftNAS CentOS guest operating system. Log into the SoftNAS Cloud® VM
using SSH (or the Desktop Console) and su root:

.............................................................................................................................................................

Add the following line in /etc/modprobe.conf:
(options vmxnet3 disable_lro=1)

Then reload the driver using:

.............................................................................................................................................................

On most servers, these BIOS Settings can improve the overall performance of the host:

* Turn on Hyper-threading in BIOS

» Confirm that the BIOS is set to enable all populated sockets for all cores

* Enable “Turbo Mode” for processors that support it

» Confirm that hardware-assisted virtualization features are enabled in the BIOS

* Disable any other power-saving mode in the BIOS

* Disable any unneeded devices from the BIOS, such as serial and USB ports

* In order to allow ESXi to control CPU power-saving features, set power management in the BIOS to “OS
Controlled Mode” or equivalent. Even without planning to use these power-saving features, ESXi provides a
convenient way to manage them.

 C-states deeper than C1/C1E (i.e., C3, C6) allow further power savings, though with an increased chance
of performance impacts. We recommend, however, enabling all C-states in BIOS, then use ESXi host power
management to control their use.

NUMA systems are advanced server platforms with more than one system bus. They can harness large numbers
of processors in a single system image with superior price to performance ratios. The high latency of accessing
remote memory in NUMA (Non-Uniform Memory Access) architecture servers can add a non-trivial amount of
latency to application performance.
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For best performance of latency-sensitive applications in guest OSes, all vCPUs should be scheduled on the

same NUMA node and all VM memory should fit and be allocated out of the local physical memory attached to
that NUMA node.

Processor affinity for vCPUs to be scheduled on specific NUMA nodes, as well as memory affinity for all VM
memory to be allocated from those NUMA nodes, can be set using the vSphere Client under VM Settings —
Options tab — Advanced General — Configuration Parameters and adding entries for “numa.nodeAffinity=0, 1, ...,”
where 0, 1, etc. are the processor socket numbers.
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Allocating Disk Storage Devices

Adding storage to SoftNAS Cloud® involves adding virtual hard disks (VMDKs on VMware) to the SoftNAS
Cloud® VM. The first step is to decide how to connect the drives, then associate the disks' storage with the
SoftNAS Cloud® VM as virtual disks.

For example, consider a network of ten 300 GB 15K SAS drives attached to a VMware vSphere host. There are
several ways to incorporate these drives into the SoftNAS Cloud®.

In this case, treat the 15K SAS drives just like any other RAID array created for a VMware vSphere host:

Configure and establish a RAID array.
» Use the vendor-supplied software that came with the disk controller

For example, a configuration of ten disks as RAID 6 (dual parity), plus one hot spare. This leaves seven data
drives in the array.

In VMware vSphere, the disk array will appear as a single datastore to VMware. Add this storage in the usual
way, using Add Storage menu in vCenter / vSphere client to create a datastore from the array. Call this
datastore hwraid1.

hwraid1 array 7 data disks
2 parity disks
1 spare disk

datastore 1 hwraid1 array

Then, in VM Settings for SoftNAS Cloud®, allocate one or more VMDKSs to the SoftNAS Cloud® VM in this new
datastore hwraid1. In environments with ESXi 5.x or later, allocate one large VMDK so the entire datastore is
allocated to SoftNAS as a single virtual disk. In environments using ESXI 4.x, the datastores are limited to 2 TB
maximum, so allocate as many virtual disks as needed to add this storage to the SoftNAS Cloud® VM.

Thin-provisioned VMDKSs are faster to back up later (using a VMware vSphere backup tool), since the only thing
being backed up is the storage that's actually used. Thick-provisioned VMDKs are slightly faster and may be
preferred for higher-performance applications.

* The disk controller is optimized for managing the RAID operations

* And all RAID overhead is handled in hardware

» LED indicators and other hot-swap functionality is handled by the vendor sofware (including failure notification
and remediation).

* When a disk fails, the hardware is optimized for rebuilding the array with the replaced disk (whether hot-
swapped or manually swapped).

With a large number of disks (e.g., 48 or more), using hardware RAID with an optimal number of physical drives
per RAID array provides significant performance advantages vs. very large single arrays (and hardware RAID
rebuilds will be much faster this way).

After creating the RAID array, follow the usual steps in VMware vSphere / vCenter to add the array as a storage

device and create a datastore. This datastore will then be used to create one or more VMDKSs to be used as
SoftNAS Cloud® data disks.
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Option 2 - Add Disks Individually to VMware and use Software RAID

In this case, add each 15K SAS drive to the VMware vSphere host directly. The options in VMware vSphere are
to either format each disk and create a corresponding datastore per disk device, or use the disks directly as raw
disks. Whichever approach is chosen, the goal is to make the disks available to the SoftNAS Cloud® VM on a
one-to-one basis; i.e., each disk's storage is mapped to the SoftNAS Cloud® VM as a separate VMDK.

EDisks mapped to datastores:

disk 1 --- datastorel
disk 2 --- datastore2
disk 10 --- datastorelo

2

iDisks mapped as raw devices:

disk 1 --- rawdisk1l
disk 2 --- rawdisk2
disk 10 --- rawdisk10

The key at this stage is to map the disk drives to VMDKs and attach to SoftNAS Cloud®.

SoftNAS Cloud® will map disks into one or more storage pools, and software RAID will be applied to each

disk group. Software RAID provides may provide increased flexibility of administration, enabling the SoftNAS
Cloud® administrator to more quickly and easily add, expand and manage RAID groups from the SoftNAS
StorageCenter interface. Of course, software RAID is handled by the CPU, which adds overhead to the VMware
vSphere system and SoftNAS Cloud® VM. In the event of a drive failure, the rebuild process also must take
place in software, which is typically much slower than when handled by a hardware RAID controller.

Once an option has been chosen, proceed and connect the disk drives to the SoftNAS Cloud® VM as data disk
VMDKs.

Inside of Linux (where SoftNAS Cloud® executes), each attached VMDK will appear as a block disk device.
The devices will be named /dev/sdb, /dev/sdc, etc. - one Linux block device per data disk VMDK. These
block devices appear as unpartitioned, raw disk devices inside of Linux, so the next step will be to partition the
block devices with a GPT partition.

After adding the VMDKs to the SoftNAS Cloud® VM and partitioning the disks, they become available to assign
to storage pools.

Note: Do not remove the virtual disks attached to the VM after they are placed into production. Should this

happen, the next time the drives are rebooted they will be renumbered and require an Import of storage pools.
(To remove VMDKs for any reason, be aware of the implications).
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Add RAW Device Mapping in VMware

Raw Device Mapping (RDM) is one way to pass a raw disk device directly through from the disk controller to
the SoftNAS Cloud® VM in VMware. Older VMware documentation indicates RDM is not supported by locally-
attached devices, which is no longer the case; however, like many things in VMware administration, local RDM
devices must be configured partially using command line tools.

Use an RDM for direct SSD access, especially for write logs, in order to improve synchronous write speeds
(especially for small block synchronous writes like 4K blocks used by VMware and many databases). Normally
VMFS works great for creating storage VMDKSs for SoftNAS, but for small block sync writes, the VMFS 1 MB
block size gets in the way. RDM provides the SoftNAS Cloud® VM with direct access to the raw SSD SCSI
interface, providing the fastest possible write log.

1. Open the vSphere client click on the VMware host on configuration tab under storage in the devices find the
identifier of the SSD hard disk, as shown below.

| Summary e e e e . Local Users &
Hardware View: Datastores| |Devices

Health Status Devices Refresh  Rescan all...
Processors Name Identifier Runtime Name Operational.. LUN Type Drive Typ
Memary Local ATADisk(t10.ATA_ KINGSTON_SV300... t10.ATA_ KINGSTOMN_SV300.. wmhba33:C0:T0:L0 Mounted 1] dizk S50

»  Starage Local hp CD-ROM (mpx.vmhba36:C0:T0:L0) mpx.vmhba36:C0:T0:L0 vmhba36:C0:T0:L0  Mounted ] cdrom Unknown
Metwarking Local ATADisk (t10.ATA___ MBOSOQEAMZD__ .. t10.ATA____ MEBO0SO00EAMZD__ .. wvmhba0:C0:TO:LO Mounted 1] disk MNaon-550
Storage Adapters Local ATADisk (t10.ATA_____ MBOSO0EAMZD_ .. t10.ATA____ MBOSOOEAMEZD___ .. wmhba34:C0:T0:L0 Mounted 0 disk Non-550
Metwork Adapters
Advanced Settings
Paower Managemeant

Software ¢ i [
Hiceneed fic—:.tur.:--_‘. Device Details Manage Paths..
Time Configuration
DMS and Routing Local '.“TA D'IS!( (tl !.)-AT:AfE[.MGSN R
Location;  /vmfs/devices/disksftl0.ATA__ K. D: t10.ATA__ KINGSTON_SV300537A120G 5002687...

Authentication Services Type: disk Capacity: 111,79 GB
Virtual Machine Startup/Shutdown Owner: NMP Partition Format:  Unknown
Virtual Machine Swapfile Location ]
Security Profile Transport i
Host Cache Configuration Block Adapter
System Resource Allocation
Agent VM Settings 3
Advanced Settings

2. Connect to the ESXi host with ssh and cd /dev/disks.

3. Enter 1s -1 command to see all the devices and identify the SSD disk
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4. To configure the device as an RDM and output the RDM pointer file to a chosen destination, run the command:

;# vmkfstools -z /vmfs/devices/disks/<diskname> /vmfs/volumes/<datastorename>/<vmfolder>/
i<vmname>.vmdk

5. Now that we have created an RDM, we must assign it to our VM.

Right click on the SoftNAS Cloud® VM edit settings ADD tab, Select Hard disk and press Next.
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&) Add Hardware s e
i sl ;R i

Device Type
i What sort of device da you wish to add to your virtual machine?

D‘Tﬂﬂe Tv:-e Choose the type of device you wish to add.

Select a Dis
[ Create a Disk = - ;
f Advanced Options ) serisl Part HEoruRRc

L e
Ml Ready to Complete ‘f Parallel Part This device can be added to this Virtual Machine.
| =4 Floppy Drive
i il CO/DVD Drive
i &) USE Controller
| Iﬁ LUSE Device (unavailable)
I el PCT Device (unavailable)
, Y Ethernat Adapter
) 1= Hard Disk
SC5I Device

Help | < Back Mext = Cancel
A4

L -

6. Next, choose the existing virtual disk option and press Next.
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' () Add Hardware = ] e =T

Select a Disk

Device Type A virtual disk is composed of one or more files on the host file system. Together these
Select a Disk files appear as a single hard disk to the guest operating system.

Sedact Existing Disk

Advanced Options Select the type of disk to use.

Ready to Complate — Disk -

" Create a new virtual disk

% Use an existing virtual disk
Reuse a previously configured virtual desk.

f" 0 Niavirs Marrarec

Give your virbual machine direct access to SAN. This opbion allows you o
use exigting SAN commands to manage the storage and continue to
access it using a datastore,

e | < Back Next > cmg

7. Browse to the location where the RDM pointer is stored. Choose the pointer, then press OK.
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@ Browse Datastores | =a= 23 |
—
| Lookin IHBI"-"I o
Mame | File Size | LastModified
5  ssdrdmamdk 112 GB 4(3/2014 2:34:55 np
| ] I
File: type: Compatible Virtual Disks (*.vmdk, *.dgk, *.| = Cancel |
.
L o

Confirm the settings for new hard disk in the virtual machine inventory as Mapped Raw LUN

At this point, the SoftNAS Cloud® VM has been mapped to the raw SSD device.
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VMWare HA Considerations
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VMware has a few requirements specific to setting up high availability through SoftNAS. SnapReplicate can be
performed as described in SnapReplicate, and requires only two nodes. Setting up SNAP HA™ in any VMWare

virtualized environment requires the following:

* Two SoftNAS Cloud® controller nodes for replication and their corresponding IP addresses (DNS names) and

networking credentials.

* A virtual IP within the storage VLAN subnet (see HA Design Principles for more information).
* An additional SoftNAS controller node is required, to act as an HA Controller. This SoftNAS SNAP HA™
Controller node is necessary, as it acts as a 3rd party witness and controller to all SNAP HA™ failover and

takeover operations.

* Replication must be set up between the two SoftNAS Cloud® controller nodes.

For more information see our SoftNAS High Availability Guide.
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Advanced Configuration Notes for SoftNAS Cloud®

Occasionally, administrators will need to configure at a deeper level of the storage network. Here are some
common notes. If the information here is not sufficient, we encourage contacting our Support Team.

SnapReplicate iSCSI Volume Sync

Changing Email Report Frequency

Networking Tips

Applying CHAP Authentication to iSCSI ACLs
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SnapReplicate iSCSI Volume Sync
Topic:
When using an HA cluster with iISCSI Targets, SnapReplicate can fail due to an issue with file locking on the

iISCSI Volumes. This issue only occurs when re-adding replication to an existing target node.

Procedure:
Delete the target node's iISCSI LUN, then re-add replication.
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Changing Monitoring Notification Frequency

Topic:
Increase, decrease, or completely cease email reports sent by established VMs and monitored network
relationships.

Procedure:

SoftNAS Cloud® is installed with a Monitoring Notification setting turned on. This setting sends notifications to
whatever email address is initially registered with the account. To change the frequency or completely discontinue
these notifications, sign in to SoftNAS StorageCenter.

If this issue persists, first try updating the SoftNAS StorageCenter from the Getting Started tab.

On the left menu pane, expand Settings and click Administrator. On the Monitoring tab, there are options
available to either increase the Polling Interval or completely remove the contact email address altogether.

Note: Complete removal of the email address will immediately cease any monitoring emails from this setup. This
is NOT recommended as it may result in the client being unaware of important alerts and potentially avoidable
failures.

Storage Administration “ «F Welcome B8 pAdministrator
5= G 1 Setti Monitori -5 rt L Authenticati
eneral Settings onitoring ippo ogs uthentication
EDashhuard
(=] Storage
cic it & i c
*, SnapReplicate™ | SHAP HA Basic Monit Settings
5 45 settings EI:'nllin)g Interval 10 3
SeCs):
£8 A dministrator
Schedules
fay Change Password Notifications Settings
453 Identity and Access Control Motification Email: Gjnﬂn@example.com )
Firewall
2 Use SMTP: [l
&@ Licensing

-~ SMTF Settings
@4 Metwork Settings ¢

Note: If the SoftNAS instance is running in a proxy environment, it may have difficulty sending the desired email
reports to its intended target. In order to ensure delivery of monitoring emails, a local SMTP server must be
added in the Monitoring tab.
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[ ¥ Welcome i” B Administrator "l

[ General Settings H Monitoring H Support H Logs H Authentication

— Basic Menit Settings

Polling Interval
[secs):

— Motifications Settings
Motification Email:

lIse SMTP:

admin@example.com

— SMTP Settings
SMTP Mailserver:

- ‘|\
|
|
|

|5mtp.e:-camp|e.cnm

SMTP Port: |25 (SMTP), 587 (Submission), 465 (SMTPS)

SMTP Username: |u5&mame

SMTP Password: ||:|asswn|'d

SMTP Encryption: d |v|)

These settings must be saved from this point.
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Networking Tips

By default, the SoftNAS Cloud® VM (on VMware vSphere) ships with the default E1000 virtual NIC adapter and
VMware defaults to MTU 1500.

For best performance results above 1 gigabit, follow the steps outlined below.

1. Replace the E1000 virtual NIC adapter with a vmxnet3 on the SoftNAS Cloud® VM.

2. Use MTU 9000 instead of MTU 1500 for vSwitch, vmKernel and physical switch configurations. Be sure to
configure the network interface in SoftNAS for MTU 9000 also.

Refer to the MTU 9000 section for more information.

A dedicated VLAN for storage traffic is recommended. For VMware, refer to the Performance Tuning for
VMware vSphere section for details.

To increase performance throughput and resiliency, use of ISCSI multipathing is recommended by VMware and
other vendors.

Since SoftNAS operates in a hypervisor environment, it is possible to configure multi-path operation as follows:

1. On the VMware host where the SoftNAS Cloud® VM runs, install and use multiple physical NIC adapters
2. Assign a dedicated vSwitch for each incoming iSCSI target path (one per physical NIC)

3. Assign the SoftNAS Cloud® VM a dedicated virtual NIC adapter for each incoming iSCSI target path (per
vSwitch/

physical NIC)

4. Assign a unique IP address to each corresponding Linux network interface (for each virtual NIC attached to
the SoftNAS Cloud® VM)

5. Restart the SoftNAS iSCSI service and verify connectivity from the iSCSI initiator client(s) to each iSCSI
target path.

A dedicated VLAN for storage traffic is recommended.
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Applying CHAP Authentication to iSCSI ACLs

In computing, the Challenge-Handshake Authentication Protocol (CHAP) authenticates a user or network host to
an authenticating entity.

CHAP provides protection against replay attacks by the peer through the use of an incrementally changing
identifier and of a variable challenge-value. CHAP requires that both the client and server know the plaintext
of the secret, although it is never sent over the network. Thus, CHAP provides better security as compared to
Password Authentication Protocol (PAP) which is vulnerable for both these reasons.

The below steps allow you to apply CHAP Authentication to iISCSI ACLs, improving the security of your SoftNAS
volumes.

1. Set up iISCSI as per the documentation for SoftNAS v3.2.3 and higher.
2. Use SSH to access the system, login as root. Perform the following commands:

a. targetcli

b.cd/

c. cd iscsi

d. cd <iQN for iSCSI needing ACL's>
e.ls

f. cd tpgl/acls

g. create <iQN for iISCSI Initiator, windows iSCSI Initiator Configure Tab>
h.cd ../l./

i.ls

j.cd/

k. saveconfig

. exit

3. You should now be able to see the ACL listed for iQN.
4. Repeat the process as required for any other iQN's.

Note: Determine whether the portal needs to be reconfigured prior to moving beyond the above steps.

1. Set up ISCSI as described in the documentation for SoftNAS v3.2.3 and higher.
2. Use SSH to access the system, logging in as root.Perform the following commands:

a. targetcli

.cd/

. cd iscsi

. ¢d <iQN for iSCSI Target>
Is

cd tpgl

g. get attribute authentication

._"E'DQ_OO'

3. At this point, authentication should be 0(zero) by default.

a. set attribute authentication=1
b. get attribute authentication
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4. Confirm CHAP Authentication via the following commands.

a. cd acls

b.Is

c. cd <ACL created earlier(iQN)>

d. set userid=<for windows use iQN of initiator>

e. set password=<Secret Target Password>

f. set mutual_userid=<for Mutual CHAP, trget iQN>
g. set mutual_password=<Secret CHAP Password>
h.cd/

i. saveconfig

j. exit

k. service fcoe-target restart
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