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SoftNAS Overview and Links

SoftNAS™ is a network attached storage (NAS) that serves as a virtual storage appliance (VSA). SoftNAS
provides commercial-grade storage management capabilities for small to large businesses that require high-
speed, reliable storage at affordable prices.

The NAS software virtual appliance can run in any of the following different platforms.

1. Cloud Computing Environments such as Microsoft Azure, Amazon Web Services, and VMware
vCloud Air.

2. Local virtual server environment such as VMware.

Note: Before you start working on SoftNAS, please refer to the SoftNAS Installation and User Guide.
For more information on working with SoftNAS, refer to the following links in this guide.

* Interface Elements

« Managing Dashboard

* Working with Storage Section

SoftNAS StorageCenter™, SnapReplicate™, and SNAP HA™ are trademarks of SoftNAS Inc.. All other
trademarks referred to in this guide are owned by their respective companies.
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Notices

This document is provided for informational purposes only and SoftNAS, Inc. makes no warranties, either
express or implied, in this document. Information in this document, including URL and other Internet references,
is subject to change without notice. The entire risk of the use or the results from the use of this document remains
with the user.

Unless otherwise noted, the companies, organizations, products, domain names, e-mail addresses, logos,
people, places, and events depicted in examples herein are fictitious. No association with any real company,
organization, product, domain name, e-mail address, logo, person, place, or event is intended or should be
inferred. Complying with all applicable copyright laws is the responsibility of the user. Without limiting the rights
under copyright, no part of this document may be reproduced, stored in or introduced into a retrieval system, or
transmitted in any form or by any means (electronic, mechanical, photocopying, recording, or otherwise), or for
any purpose, without the express written permission of SoftNAS, Inc.

SoftNAS, Inc. may have patents, patent applications, trademarks, copyrights, or other intellectual property rights
covering subject matter in this document. Except as expressly provided in any written license agreement from
SoftNAS, Inc., the furnishing of this document does not guarantee any license to these patents, trademarks,
copyrights, or other intellectual property.

© 2012 - 2014 SoftNAS, Inc.. All rights reserved.

SoftNAS StorageCenter™, SnapReplicate™, and SNAP HA™ are trademarks of SoftNAS Inc. All other
trademarks referred to in this guide are owned by their respective companies.
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Welcome

The Welcome panel displays the Release Notes for the latest version of SoftNAS available. As such, the
Welcome Panel is the best place to stay up to date with the latest changes to the platform. (Information may have
changed since the publication of this document.)

< Welcome

Release Notes

Release Notes

SoftNAS™ Cloud 3.2- November 10, 2014

Overview

SofthNAS™ Cloud 3.2 is a release containing new features, fixes, and improvements.

Upgrading

Upgrading from 3.1.x to 3.2:

Mo reboot is required.

Upgrading from 3.0.x to 3.2:

After applying the upgrade, a reboot is required. Upgrading could take as long as 30 minutes, so schedule downtime accardingly.
Upgrading from 2.x to 3.2:

After applying the upgrade, a rebocot is required. The upgrade process can take as long as 2 hours to apply, depending upon your Internet speed and resources
assigned to the SoftNAS virtual appliance. Planned downtime should be schedule for the upgrade.

New in SoftNAS™ Cloud 3.2

Copyright ©2015 SoftNAS, Inc.
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Getting Started Checklist

When SoftNAS StorageCenter is first started, the Getting Started Checklist will be displayed. This helper
provides a set of step-by-step, on-screen instructions designed to make initial configuration, setup and use of
SoftNAS faster and easier for first-time users.

Access this option from the SoftNAS Documentation section.

1. Log on to SoftNAS StorageCenter.

Reference Guide

2. In the Left Navigation Pane, select the Getting Started option under the Documentation section.

The Getting Started Checklist panel will be displayed.

& SoftNA

nthadeud

Storage Administration 4

I8
M Dashboard

= =4 Storage
[ volumes and LUNs
£ Storage Pools
23| CIFS Shares

o NFS Exports
(=) Disk Devices
(=) i5CSI LUN Targets
(=)iSCSI SAN Initiators
File System
. SnapReplicate™ HA

[ Ly Settings

=3 Documentation
@ Online Forum Help
== Getting Started
@ Installation Guide (HTML)
"E Installation Guide (PDF)
@ User Reference Guide (HTML)
"E User Reference Guide (PDF)

ﬂ Log out

STORAGE CENTER™

<¥ Welcome

SoftNAS Cloud™ | version 2.1.4

== Getting Started

&&= SoftNAS

Powering the Cloud

This checklist provides a guide for how to configure SoftNAS for initial use. Click
on each item below for instructions, then check off completed tems.

Getting Started Checklist

Hint: First click on a step below to begin

[] 6. Partition Storage Devices

[T] 1. Confiqure Network Settings and Hostname

[C] 2. set Administrator Passwords
[T 3. Apply Software Updates

[[] 4. Activate License Key

[[] 5. add Storage Devices

[] 7. Create Storage Pool
[] 8. Create Volumes and LUNs
[] 9. Share Volumes (NFS, CIFS, iSCSI)

[] 10. Mext steps

Verify your network settings. If you have more than one network interface, go ahead and configure it using the

Network Interfaces menu.

Then set the hostname for your SoftNAS node.

Click on the Configure Now button below to continue...

b"-ﬂﬁ_

Show this screen on startup

1. Click the step to configure.

2. Follow the steps as described in the Instruction Box.

3. Click the help button (?) for more information and detailed instructions on how to configure the item in the

selected step.

4. Click the Configure Now button to launch the configuration settings window for the step.

5. When the configuration task for the selected step is completed, click the checkbox in the next step.

The step will be marked off the list to show that it is completed.

Copyright ©2015 SoftNAS, Inc.
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Getting Started Checklist

Hint Firstclick on a step below 1o begin
V] 1-ConfigureMetworkSellingsand-Hestrame
[] 2. Set Administrator Passwords

6. Repeat the procedure to complete the tasks of each configuration step.

Reference Guide

7. When all the initial configuration steps are completed, check the box in the Show this screen on startup field.

8. Close the Getting Started Checklist panel.

Copyright ©2015 SoftNAS, Inc.
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Changing Default Passwords

When logging in to the SoftNAS StorageCenter for the first time, use the super-user login credentials such as
root and softnas as users and Pass4WO0rd (that's a zero) as system default password.

For security reasons, it is recommended to change these passwords to unique, secure passwords to increase the
security of mission-critical data managed by SoftNAS.

1. Log on to SoftNAS StorageCenter.
2. In the Left Navigation Pane, select the Change Password option under the Settings section.

The Change Password panel will be displayed.

EESoftNAS
o agpe Achmiinisir asion L ar Welcoma * | 4 Change Passwaord
e
4 tpgrageto Fro Madule Contlg Change Passwords
|/ Dashboard
= 5 Sorage Select a user to change his or her pass
[ Volumes and LLts daemon adm
4 Storage Fools - Select User |, shutdown nait
@ UFS Shares mail wtp operator games
JHFS Expons: qopher ftp nobody dbus
i Dsk Devices usbrmuxd fpc avahi-autaipd pegasus
[ ISCSILLN Tarpets cimsna vesa rikit abrt
) 5051 SAN Indiators apache saslauth postix qpidd
£ Fie System ficci haldasmon ntp mysgl
*, SrapReplicms™ memcached amandabackup avahi rpcuser
= 5 Senings nisnobady pulse gdm tomcat
o e — webalizer sshd dovecot dovenuil
" - softnas system

Click Change Password

3. Select the user to which you wish to change the password from the list of users.

The Changing Unix User Password section will be displayed.

Copyright ©2015 SoftNAS, Inc.
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Module Index Change Password

Changing password for root (root)
“ew meuru SRR 0

New password (again) |[ieeeeeeed | (5]

J Force user to change password at next login?

# Change password in other modules? 0

Change o Click Change

' Return to user list

Enter the new password in the New Password text entry box.

Confirm the password by re-entering it in the New Password (Again) text entry box.

Check this box if you want to force the user to change the password when he logs on to the system next time.
Check this box if you want to enforce the change of password in other modules also.

Click the Change button.

The password of the selected user will now be changed and he/she can now log on to the system with the new
password.

Copyright ©2015 SoftNAS, Inc.
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Updating to Latest Version

After installing SoftNAS, it is recommended to perform a software update to ensure that you are running the
latest version.

Updating SoftNAS to latest version is very easy. Simply follow the steps given below.
1. Log on to SoftNAS StorageCenter.
2. Click the Software Updates option under the Settings section in the Left Navigation Pane.

The Software Updates panel will be displayed.

Storage Administration “ +F Welcome == Getting Started @ Software Updates
ol Software Update Administration
b{ Dashboard
= == Storage Version Information
ﬂ Volumes and LUNs o ]
Update Status: A newer version is available
2 Storage Pools
W& CIFS Shares Current Version Instaled: 2.2
NFS Exports Latest Version Available: 2.2.1
|==| Disk Devices
() iSCSI LUN Targets ‘ Apply Update Now \ click apply
|==|i5C5I SAN Initiators
File System Update Details
2 SnapReplicate™ HA
=5y Settings
P administrator
@ schedules

Lay Change Password

S Identity and Access Control
n Firewall
ﬁ Licensing

4 Network Settings

i General System Settings

System Services .
& 2 click software updates

Syetem Time

& software Updates

= [~ Documentation
Log out

3. Click the Apply Update Now button.

The Confirm message box is displayed, recommending that a backup/VM Snapshot be taken before applying
the update.

Copyright ©2015 SoftNAS, Inc.
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Confirm ¥

4 The sofiware update process will take SofthAS offline temporarily, causing network storage to
\‘{) be interrupted and unavailable during the update.

Please ensure you have stopped or quiesced VM or other workloads and perform this update
during a scheduled maintenance window.

Itis also recommended to have a backup and/or VM snapshot of the current SofthAS
installation image before applying the update.

Are you sure you want to proceed and apply the software updates now?

Click Yes .

4. Click the Yes button.

The Update Underway message box informing you about the progress of the update process will be displayed.

Update Underway X

The SofthAS update process is now underway.
Please wait...

Click OK Cancel

5. Click the OK button.

The Completed message box informing you of the successful completion of the update process will be
displayed.

Completed X

9 } Software update completed successfuly.
-

IMPORTANT: Be sure to clear your browser cache to ensure the updated files get downloaded
by the browser now.

This browser window will now refresh to complete the update process.

Click Yes - Yes Mo

6. Click the Yes button.

The software update will be performed.
Copyright ©2015 SoftNAS, Inc.
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Note: Itis recommended to clear the browser cache and reload the application.

Copyright ©2015 SoftNAS, Inc.



- Soft %@l% Reference Guide

Activating Your SoftNAS License

Each of the SoftNAS versions use the same installation images. The differences in capabilities are based upon
the type of license key assigned after installation.

By default, SoftNAS contains a built-in SoftNAS Cloud® Free Trial with 20 TB of storage. To gain access to
additional storage capacity and features and personalize your SoftNAS product after installation, be sure to
activate SoftNAS using the license key found in your customer control panel.

The available versions of SoftNAS that have different license keys are:
SoftNAS Cloud® - 20 TB of storage.

* Annual Redundant

* Annual Subscription
* Monthly Redundant
* Monthly Subscription

SoftNAS Cloud® Enterprise™ - 16 PB of storage
* Annual Redundant

* Annual Subscription

* Monthly Redundant

* Monthly Subscription

To activate your SoftNAS product

1. Using a web browser, visit www.softnas.com and click on the Login link, then click on Register.
2. You will see a screen that says Adding Trial to Cart....

The screen will display the trial items that you are qualified for, as per the screenshot below.

Main Page Shopping Cart Payments History Edit Profile License Keys

SofthNAS Online Store : Your Basket

O 73 7 =y [y ey ey

1 SoftNAS Cloud Free Trial £0.00 £0.00  $0.00 £0.00
2  SoftNAS Cloud Trial, Redundant Node £0.00 20 £0.00  $0.00 £0.00 I
Tuotal £0.00  $0.00 £0.00

Enter Coupon Code:

Update Checkout

Copyright ©2015 SoftNAS, Inc.
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3. Click Checkout to continue with the registration process.

&= SoftNAS

Powering the Cloud Company » Downloads » Login » HNews » Products » Support »

Create Customer Profile

If you already have an account on our website, please |ogin to continue

* First & Last Name

Company Name
Company Name

Title
Title

* Phone Number

* Your E-Mail Address
a confirmation email will be sent
to you at this address

Address Information

* Street
Street (Second Line)
*= City

* Country United States El

4. Fill out the registration form to create a customer profile. On the thank you page, press the link to access the
customer area and your license keys.

Note: If you are an existing customer, simply use the Login link on the site and log in. the following steps apply
to both new sign-ups and existing customers.

5. Click the License Keys tab to access your download license information.

The License Keys, Downloads and Support information will be displayed.

6. Copy or note down the license key from the required SoftNAS product version.

7. Now log on to SoftNAS StorageCenter.

8. In the Left Navigation Pane, select the Licensing option under the Settings section.

The Licensing panel will be displayed.

Copyright ©2015 SoftNAS, Inc.
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Note: If you are using the Internet Explorer browser with Extended Security Configuration (ESC), you must
disable ESC before activating. ESC interferes with normal Javascript operation and is not supported. If ESC is
enabled, activation will not operate correctly, so be sure to verify it is disabled.

Note: Before activating the license key, if you are using a dynamic IP address assigned by DHCP, be sure to
configure SoftNAS with a static IP address first. The activation process will lock your NAS to its operational IP
address for production use (on Amazon EC2, this does not apply - instance ID is used instead of IP address).

Storage Administration % +» Welcome == Getting Started ,/59 Licensing
= _ - _
License Administration
EDashboard
(= =] Storage Current License License Limits
|"i Volumes and LUNs Registered License Owner: Your AWS Marketplace Account Licensed Storage
) Capacity Maximum: 20,480 GB
& Storage Pools Product Type: SoftNAS Cloud™ .
1 CIFS Shares License Type: Subscription Actuzl Storage: 0GB
o NFS Exports Expiration Date: on-demand license does not expire Maintenance: No maintenance expiration
(=) Disk Devices

(==J1SCSI LUN Targets
(==Ji5CSI SAN Initiators

Add ! Modify License

[ES File System Current License Status: valid License
" SnapReplicate™ HA Current License Key: Cloud License
= {5 Settings Enter New License Key: ||
@J Schedules

Registered License Owner:
L4, Change Password

[ 5 Identity and Access Contr
' ticers Click Licensing @ Online Activation () Manual Activation
- icensing Activate New License

ngs

Click Activate
New License

£ General System Settings

@-Sysbem Services Reaister account or retrieve lost password
@ System Time
@ Software Updates
55 user Accounts Use Buit-n License
] Documentation
& Log out Click here to get 3 license kev or uparade a license
Hardware ID: i-cad79199 (used to uniquely identify this SoftNAS instance)

About License Actwvation. When a new license key s entered, it must be validated and registered through an "activation” process.

Online activation takes place automatically through the web browser. Manual activation, required only if your browser has no Internet connection, involves contacting
Support to obtain and manually enter an activation code.

Please enter your License Key and Registration Name (company name or email) to activate a new license, then press the "Activate New License" button.

10. Paste the copied license key or manually enter the key in the Enter New License Key text entry box.
11. Enter the name of the license owner in the Registered License Owner text entry box.

12. Click the Activate New License button.

The license is activated.

Note: The license activation associates your SoftNAS license to the IP address (VMware) or EC2 instance
(Amazon EC2).

This IP address (or EC2 instance ID) is fixed and will not change during normal production operation. In case you
wish to move your SoftNAS license to a different machine. please contact our support team. We will help you in
deactivating your old license and activate it at new machine.

If you are using SnapReplicate between two SoftNAS nodes, then you will need a unique license key for each
node.

In cases where SoftNAS does not have outbound Internet access (for security or other reasons), the license
must be activated manually.

Copyright ©2015 SoftNAS, Inc.
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Note: For manual activation, please contact SoftNAS Support and we will provide you with a unique Activation
Code that you can enter to manually activate SoftNAS.

Once per month or year, depending on your SoftNAS subscription period, SoftNAS will automatically contact the
SoftNAS license activation server to verify the renewal of your subscription. If it was renewed successfully, the
new license key will be automatically downloaded and activated.

Note: Please ensure that SoftNAS has outbound Internet access for auto renewal to take place.

In the event you are running SoftNAS In a production environment and your license expires, it will enter the
grace period. During this grace period, all functions continue to be available, and each time you access the
StorageCenter Ul, you will receive a license expiration warning notice, reminding you that auto-renewal has not
occured for some reason (e.g., SoftNAS not connected to Internet, credit card on file failed or expired, etc.). You
will also have received email notifications about renewal separately.

Note: The grace period defaults to one week (7 days) for SoftNAS Professional Edition, providing ample
time to resolve any license renewal issues. If there is a billing error, once that is corrected, the system will
automatically download and install the renewed license key. If you are operating SoftNAS without an Internet
connection, it is recommended to use the annual subscription method, so you only need to enter a license key
once a year (or you can license SoftNAS for multiple years if you prefer).

Copyright ©2015 SoftNAS, Inc.
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Accessing Online Help

You can access Online Help and documentation from your SoftNAS members area.

For more information, refer to Support

Copyright ©2015 SoftNAS, Inc.
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Support

Premium Paid SoftNAS Professional subscribers have the following support options:

* Regular Phone Support: Contact the helpdesk by phone during regular business hours 9 a.m. to 5
p.m. CST, Monday through Friday

* 24 x 7 Phone Support: if you had purchased 24 x 7 business-critical support, you can contact the help
desk anytime, 24/7

* Helpdesk Tickets: Open a help desk ticket for issue tracking and faster support

« Email Support: Email our support team (they will open a help desk ticket)

Free Trial and SoftNAS Essentials subscribers have the following support options:

* SoftNAS Forums

1. Log in to your SoftNAS customer account.
Your SoftNAS membership page will be displayed.

2. Click the License Keys tab to access your Premium Support services.

You can access the pre-sales support forums in the following link -or- call us at the phone number listed on the
website www.softnas.com.

Pre-Sales Support Forums

Copyright ©2015 SoftNAS, Inc.
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Accessing Customer Support Forums
All SoftNAS customers can access the customer support forums in the following link.

Customer Support Forums

EESoftNAS
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SoftNAS® Interface Elements

« StorageCenter Navigation
» Dashboard
» Storage
* SnapReplicate
» Settings
* Documentation
» Tabbed Panels
» Toolbar
* Panel Workspace

Toolbar

Tabbed Pansls ? Panel Workspace

= |
Dashboard a Storage Administration <! [ 9 welcome = | = Ee!%mg Storted * | 9 tcensing | |/ Dashivoord * | & storage pools

Pools |

@ cCreate % Bpand ) Import XDE\E% 2 Read Cache @ WriteLog  ¥24 Hot Spare

storogepod | S
&
|
E
SnapReplicate =
setnas (@) e
o o 2
.
08
®
3
06
. W Used
Availatle
£ o4
H
S
1z
02
0
Overview

The various components of SoftNAS StorageCenter interface are as follows:

SoftNAS Cloud™, version 2.2.1

& Refresh

%% Used Free Space Total Space

Reference Guide

The SoftNAS StorageCenter administration interface provides you an easy and quicker access to various
components and modules of the SoftNAS application.

Dedup %

Nodata to display
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Log out

Reference Guide

The StorageCenter Navigation Pane provides access to the core components and modules of the
SoftNAS application. Simply click the required option in the navigation pane to open the related panel in

the right section of the screen.

I/ Dashboard

The Dashboard provides a quick summary of the key statistics and performance indicators.

For more information, refer to the following link.

Managing Dashboard
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=] 7= Storage

The Storage is one of the core sections of SoftNAS StorageCenter. It has the modules to configure
Volumes and Luns, Storage Pools, CIFS Shares, NFS Exports, Disk Devices, ISCSI LUN Targets,
ISCSI LUN Initiators and File System.

For more information, refer to the following link.

Working with Storage

The SnapReplicate provides a simple yet powerful means of defining a replication relationship between
two SoftNAS controllers - the source node and the target node.

~) SnapReplicate™

For more information, refer to the following link.

Managing SnapReplicate

H ;) Settings

The Settings section allows you to configure many general and advanced and performance
configurations common to all platforms. It has the modules to configure Schedules, Change Password,
Kerberos, Firewall, Licensing, Network Settings, General System Settings, System Services,
System Time and Software Updates.

For more information, refer to the following link.

Working with Settings

+ |__) Documentation

The Documentation section has all the links to all the documents of the SoftNAS application. You can
find the links to the Installation and Reference guides of the application. You can also use the Getting
Started helper in this section to quickly configure the required steps.

o Welcome }’\f Dashboard _,-_ Storage Pools

The Tabbed Panels section displays all the panels that are opened. You can navigate to any panel by
simply clicking the title of the required panel in this section. To close a panel, simply click the close (X)
button of that panel.
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@ Create % Expand 6 Import % Delete g‘ Read Cache =i Write Log E:‘_! Hot Spare ﬂ Refresh

The Toolbar is available in several modules of the SoftNAS application. Based on the module, the tools
in the toolbar are specific to each of those modules.

o Panel Workspace

Swiage Peal Seati % Liad Fraw Space Toeal Spate Dwdup %
Pazidl & OHLINE =B3% 17 100G 23806 100x

Page 1 il

f

Diaplaging 1

The Panel Workspace is the area in the panel where you perform several actions specific to the module.
All the changes made to the module are displayed in this area.
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Managing Dashboard

The SoftNAS Dashboard provides a quick summary of the key statistics and performance indicators.
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The CPU Utilization chart displays the real-time CPU usage information. You can use this chart to determine
much the storage processing load is impacting CPU.

Note: If you see an average CPU utilization that is above 60%, consider adding more CPU capacity to improvi
the performance and response time. Also, if CPU load gets too high, then the SoftNAS StorageCenter respo
times may become unacceptably slow.

High CPU utilization may be caused by specifying compression on volumes with high I/O workloads or other h

I/0O workloads. Increasing the number of vCPU (virtual CPU's) assigned to the SoftNAS VM usually resolves (
workload issues.

e /0 Throughput
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The I/0 Throughput chart displays the network and disk I/O throughput statistics in MB/sec over time.
You can use this chart to observe the system input/ouput levels and throughput of the network and disk subsy:

1. To highlight a particular chart line (e.g., Network Reads), hover the mouse over the legend label text Netw
Reads.

The selected chart line will be highlighted and you can easily view its trends.

2. To disable a particular chart line, click on the legend label text.

The corresponding chart line will be disappeared.

3. To enable or restore it back, click on the legend label text again.

Note: If you observe a high amount of network 1/0 and a relatively low amount of disk 1/O, that usually means

the I/0O workload is being cached in memory; i.e., the system's cache memory is working well, minimizing the ¢
of disk 1/0O required for commonly accessed data.
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Storage

The Storage pie chart shows the overall Used vs. Free space of all the Storage Pools.

o Cache Memory

Cache Memory

The Cache Memory pie chart shows how much of main memory is allocated to cache, the amount
of cache that's unused (free) and the amount that is used (contains active data available for fast read
operations).

° Cache Performance
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The Cache Performance chart shows the number of read operations being serviced from cache
memory (instead of being read from disk). In many applications, after applications have been running
for a time, the majority of reads will be serviced from cache memory instead of requiring disk read
operations.

72000 - = $
64000 - 1
56000 - .
48000 .
40000
32000 - L
24000 - |
16000 R .
2000 4 !
04 s T ppttrrtrttrtettrttte sttt
37.06 3712 3718 3724 3730 3736 37.43 3749 3755 38.07

reads

Time (mm:ss)

Copyright ©2015 SoftNAS, Inc.



EESoftNAS

CLOUD’ Reference Guide
Managing Storage

The Storage is one of the core sections of SoftNAS StorageCenter. It has the modules to configure Volumes
and LUNs, Storage Pools, CIFS Shares, NFS Exports, Disk Devices, ISCSI LUN Targets, ISCSI LUN
Initiators and File System.

=] = Storage
Managing Volumes and LUNs o— — ﬁ Volumes and LUNs
5-’ Storage Pools r —e Working with Storage Pools
Configuring CIFS Shares o— —— 23 CIFS Shares
,NFS Exports —o Managing NFS Exports

Working with Disk Devices 07 (s Disk Devices

(== ISCSILUN Targets — — °CUHﬁguring iSCSI LUN Targets

Configuring iSCSI SAN Initiators 07 (= ISCSI SAN Initiators
g File System o Managing Files

ﬁ Volumes and LUNs

Volumes provide a way to allocate storage available in a storage pool and share it over the network. The
Volumes and LUNSs section of SoftNAS allows you to create, edit, remove and manage storage volumes
and their snapshots.

For more information, refer to the following link.

Managing Volumes and LUNs

2 Storage Pools

The storage pools are used to aggregate disk storage into a large pool of storage that can be
conveniently allocated and shared by volumes. The Storage Pools tab is where you view and manage
all the storage pools.

For more information, refer to the following link.

Working with Storage Pools
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»2 CIFS Shares

The Common Internet File System (CIFS) is the standard way that computer users share files across
corporate intranets and the Internet. It provides users with seamless file and print interoperability
between VMs and Windows-based clients. CIFS allows multiple clients to access and update the same
file while preventing conflicts by providing file sharing and file locking.

For more information, refer to the following link.

Configuring CIFS Shares

, NFS Exports

You can configure the volume for sharing as NFS Share so that storage is available for use by the
applications, servers and clients on the network.

For more information, refer to the following link.

Managing NFS Exports

(==) Disk Devices

Disk Devices provide the underlying storage for SoftNAS and Storage Pools. Disk devices are
attached to SoftNAS at the virtualization platform layer, often as virtual hard disks (e.g., VMDK in
VMware, EBS volumes in EC2).

For more information, refer to the following link.

Working with Disk Devices

(== ISCSI LUN Targets

Sharing block devices via iSCSI is a common way to make network-attached storage available. An
iSCSI LUN is a logical unit of storage. In SoftNAS, the basic storage LUN is a volume that is accessed
as a blockdevice. The blockdevice volumes have a mount point in the Linux /dev/zvol filesystem
because they are disk block devices.

For more information, refer to the following link.

Configuring iSCSI LUN Targets
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(== 1ISCSI SAN Inttiators

The iSCSI SAN Initiators module helps to configure various initiator components such as
Authentication Options, iSCSI Timeouts, iSCSI Options, iSCSI Interfaces and iSCSI Connections.

For more information, refer to the following link.

Configuring iSCSI SAN Initiators

|=4] File System

The File System browser is a Java-based applet providing the ability to view and manage the filesystem.
For more information, refer to the following link.

Managing Files
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Working with Disk Devices

Disk Devices provide the underlying storage for SoftNAS and Storage Pools. Disk devices are attached to
SoftNAS at the virtualization platform layer, often as virtual hard disks (e.g., VMDK in VMware, EBS volumes in

EC2).

When a new disk device is attached, it usually starts out in a raw, unpartitioned state. Before it can be used

the disk device must be partitioned. The Disk Devices panel provides a list of disk devices, their status and the

ability to manage the devices.

Create Partition  Remove Partition

\\ (=) Disk Devtce

Unmount

S \

& Partition All & Create Partition $§ Remove Partition i L

Partition Al q
\
\
é-, Storage Pools
N
Available Devices \
Device
/n"devf'sdb
/ !fj,
/
// Jrf'
I

Total size

A6.0GB

Make and model
VMwae Virtual disk

Refresh

°

Import Device

Add device

t &% Refresh o Add Device iy

Device Usage

|
Avalilable to assign

/
/ /

Delete Device

P o

f /

Import $§ Delete Device
Extra Disk Info

Total size

& Partition All 4

Make and model

Device Usage

Extra Disk Info

The Partition All button finds all devices without a partition and creates a partition on each device
Devices which are in use or already contain a partition are ignored.

# Create Partition

The Create Partition button adds a partition to a device that does not contain a partition. First, select a
device in the device list grid by choosing a row, then press the Create Partition button.

To remove a partition, select a device that is not in use and then press the Remove Partition button

Devices which are marked as "Used in pool" are not eligible for partition removal
Copyright ©2015 SoftNAS, Inc.
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Unmount the disc device.

@ Refresh

Press the Refresh button to rescan the available devices and display the currently available devices.

Add Device

Certain types of devices can be added at run-time. Click Add Device and choose the type of device to
add, then follow the on-screen instructions for adding the device.

& Delete Device

Certain types of dynamic devices can be removed at run-time. To delete a dynamic device that is no
longer in use within a pool, select the device in the list to choose its grid row, then press the Delete
Device button and confirm deletion of the device.

Note: Many devices, once deleted, may not be recoverable.

ﬁ Import

It is possible to import an existing disk. To import an existing disk, click Import, and follow the prompts.

Device

List of devices.

Total size

The total amount of data storage available on the raw device, before partitioning and addition to a
storage pool.
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Make and modsl

The make (vendor) and model of the device, with the type of device shown in parenthesis.

Device Usage

How the device is currently used, or what it needs to become useful. The device can be in one of
several states:

* Needs partitioning
 Available to assign to a storage pool
» Used in a pool, along with the name of the pool in which it is used

Extra Disk Info

Some devices have additional information available. For example, S3 Cloud Disk devices are
associated with an S3 bucket, which is displayed.
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Add Disk Device

The Add Device wizard shown below is seen in AWS and VMware instances.

Reference Guide

Add Device

.-
then press the Mext button to continue.

Cloud Disk Extender:
(0 Amazon EBS Disk

Add Disk Device

Choose the type of disk device you would like to add,

Amazon Web Services 53 W

Amazon Web Services S3 \]j

Cloudian Cloud Storzge

Dunkel Cloud Storage

Century Link Object Storage

MetApp StorageGRID Object Storage

Cancel
Hitachi HDS
Self Configured [r—
In Azure, the Add Device is very similar, but the disk options are different.
i Add Device @
e
Choose the type of disk device you would like to add,
then press the Mext button to continue.
Cloud Disk Extender: Amazon Web Services 53 |‘«r
(@) Microsoft Cloud Disk Extender Amazon Web Services S3
Azure Blob {”j
CenturyLink Object Storage
Cloudian Cloud Storzge
Hitachi HDS
Cancel
MetApp StorageGRID Object Storage
)

Self Configured

This dialog is used to choose the type of device to add dynamically at runtime. Choose a device type and click

the Next button to continue.
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Add EBS Disk

Amazon Elastic Block Store (Amazon EBS) provides persistent block level storage volumes for use with Amazon
EC2 (and SoftNAS) instances in the AWS Cloud. Each Amazon EBS volume is automatically replicated within

its Availability Zone to protect you from component failure, offering high availability and durability. Amazon EBS
volumes offer the consistent and low-latency performance needed to run your workloads.

Add Amazon EBS Disk *
{ -
AWS Access Key ID °~ amaz.on
~ . webservices
-
S
AWS Secret Key a"" \\“\L 1. Enter your AWS account credentials
T | AWS Access Key ID: T LT P T Y YY)
Maximum Disk Size a Secret Access Key: T LT P T Y YY)
~_
~
. . 2. Choose EBS Disk Options
Disk Encryption °___ T pose s bpten o
e Maximum Disk Size (GB): 5 =
EBS Disk Type e__ Encrypted disk
T Type: Generzl Purpose (S50) ¥
Delete Disk on Instance Termination o— -—
— [[] Delete disk on instance termination
Pre-Warming e— — _-_I_D Pre-Warming
~ +——Number of EBS disks to make: 1 =
MNumber of EBS Disks °——___
Cancel Create EBS Disk
AWS Access Key ID: I L L L LI LTI L I LTI

The AWS Access Key is an authentication identifier which uniquely identifies an AWS(Amazon Web
Services) account.

Secret Access Key: SRR EREERER RN R R R R R

The AWS Secret Key is the secret password component used to authenticate the AWS Access Key and
provide access to Amazon EBS storage.

Maximum Disk Size (GB): 5 3

Enter a numeric value and choose the units (GB) representing the maximum size of the EBS disk. The
EBS disk can provide up to 1024 GB of storage capacity.
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Encrypted disk

EBS Disk contents can be encrypted and signed. When encryption is enabled, SHA1 HMAC
authentication is also automatically enabled, and any blocks that are not properly encrypted and signed
are rejected.

Type: Generzl Purpose (S50 b

Select the type of EBS Disk you would like to provision. Options include:
* General Purpose (SSD)

* Provisioned IOPS (SSD)

» Magnetic

* Throughput Optimized HDD

 Cold HDD

General Purpose:
General purpose SSD volume that balances price and performance for a wide variety of transactional
workloads.

Provisioned IOPS:

Highest-performance SSD volume designed for mission-critical applications. Provisioned IOPS is
configurable, allowing you to set an IOPS performance benchmark, allowing AWS to promise single-
digit millisecond latencies and to deliver the provisioned performance 99.9% of the time. Configure the
Provisioned IOPS threshold with the dropdown that appears below the option once selected.

Magnetic:
Low Cost HDD volume can be used for workloads with smaller datasets where data is accessed
infrequently or when performance consistency isn't of primary importance.

Throughput Optimized HDD:
Low cost HDD volume designed for frequently accessed, throughput-intensive workloads.

Cold HDD:
Lowest cost HDD volume designed for less frequently accessed workloads.

[] Delete disk on instance termination

Determine whether the disk you are creating should be persistent, or whether it should be deleted upon
termination of the host instance.

[ Pre-Warming

Enabling pre-warming avoids the initial performance penalty the first time each block is accessed.

However, the disk(s) will be inaccessible until the pre-warming is completed. This can take hours for
large disks.
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Number of EBS disks to make: 1 o

Select the number of EBS disks you wish to create with the defined settings.
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Add S3 Cloud Disk
About SoftNAS S3 Cloud Disks

Amazon S3 is storage for the Internet. It is designed to make web-scale computing easier. Amazon S3 and
SoftNAS S3 Cloud Disks provides access to store and retrieve any amount of data, at any time, from anywhere
on the web. It gives anyone access to the same highly scalable, reliable, secure, fast, inexpensive infrastructure
that Amazon uses to run its own global network of web sites. The service aims to maximize benefits of scale and
to pass those benefits on to customers.

As shown below, SoftNAS S3 Cloud Disks are block devices created from Amazon S3 storage.

SoftNAS S3 Cloud Disks™
Secure, unlimited cloud data from anywhere

Any Network or VPC
SOFTNAS-1 US_EAST 1A

SoftNAS Controller /\
NFS, ISCSI, CIFS, FTP....

\ JI\ Cloud Disk ) amazon
web
)

k/\_
\ Unlimited 4PB S3 Cloud Disks / )
N "

Each S3 Cloud Disk device can store up to 4 petabytes (PB) of data. An unlimited number of S3 Cloud Disks are
supported. Each S3 Cloud Disk is thin-provisioned, so storage space is only consumed when data is actually
written to the device and actually used.

S3 Cloud Disks are attached to SoftNAS Storage Pools and provide unlimited cloud storage. Each cloud disk is
encrypted and authenticated to provide added security.

S3 Cloud Disks can be created and accessed on-premise from VMware ESXi, as well as within the Amazon EC2
cloud environment.
Copyright ©2015 SoftNAS, Inc.



&ESoftNAS Reference Guide

CLOuUD’

Cloud disks can also be combined in a RAID-1 mirror configuration with local disks (VMware) or EBS disks
(AWS), so you get the best of both worlds: I/O performance plus highly-redundant cloud storage in real-time.

Cloud disks benefit from other SoftNAS features, including RAM caching, SSD caching, compression,
deduplication, scheduled snapshots and read/write clones. This means you get the best balance of performance
and NAS features combined with the off-site data storage redundancy of S3.

Amazon S3 storage costs start at just $10 per TB per month in lower terabyte quantities and are available as low
as $5 per TB per month in higher quantities. Consult Amazon S3 product information pricing for latest details and
pricing.

S3 Cloud Disks can also be copied for long-term archive storage into AWS Glacier (functionality that is built into
the AWS console).

The S3 Cloud Disk Extender provides the addition of block devices that can be added to SoftNAS at any time.
Each S3 Cloud Disk block device includes a pseudo-device designation of /dev/s3-NNN, where NNN is a
sequential device number starting from zero.

Use the S3 Cloud Disk Extender configuration dialog shown below to configure and add S3 Cloud Disk devices to
SoftNAS.

Copyright ©2015 SoftNAS, Inc.
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Add Amazon 53 Cloud Disk Extender
- |."[ E."'_.
“isfamazon
" webservices™
83 Simple Storage Service

‘é S3 Cloud Disk Extender”

1. Enter your AWS account credentials

AWS Access Key

AWS Access Key ID:

Secret Access Key:

AWS Secret Key °~ — 1T

2. Select an Amazen 53 bucket (or create a new bucket) for this disk to use as cloud storage

Region ° Region: AWS/Default, U.5. Standard hd
Bucket Basenarme: hindisk Enter base name to automatically
Bucket Basename o gas generate bucket names
53 Bucket: bigdisk-97712-53disk-0

S3 Bucket e—-—“‘____

3. Choose Cloud Disgk Options

Maximum Disk Size &_———— Maximum Disk Size: | 500 21/GB |v | (thin-provisioned disk)
. [¥] Encrypted disk Disk Password:
Encrypted disk o Retype Password:
Cancel Create 53 Cloud Disk
_,_.—l—'_—-_-._._—-_.__—____

Create S3 Cloud Disk 0———~——————

Amazon Web Services Gov Cloud

o AWS Access Key
AWS Access Key ID:

The AWS Access Key is an authentication identifier which uniquely identifies an AWS (Amazon Web
Services) account.

AWS Secret Key

Secret Access Key:

The AWS Secret Key is the secret password component used to authenticate the AWS Access Key and
provide access to Amazon S3.
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S3 Cloud Disks can be created in any of the worldwide AWS regional data centers. By specifying a specific
region for S3 Cloud Disks, the data can be maintained within only that specific data center. Benefits of regional
S3 Cloud Disks include:

Region:

a) the data remains within the country where the regional data center is located, to meet certain regulatory
compliance requirements, and

b) S3 Cloud Disks are located nearby the SoftNAS EC2 instance, reducing latency and improving throughput
and performance.

By default, S3 Cloud Disks and their associated S3 buckets are created in the "U.S. Standard" region (US East,
Virginia) and replicated to other U.S. regions in Oregon and N. California, and provide eventual consistency for
all requests. This region automatically routes requests to facilities in Northern Virginia or the Pacific Northwest
using network maps.

o Bucket Basename:

The Bucket Basename is used for automatically generating unique bucket names. The bucket base
name is used as a prefix for an automatically generated bucket name for the S3 Cloud Disk. This base
name makes it quick and easy to generate any number of S3 Cloud Disks, each with a common base
name. Choose a base name that's meaningful for your application, company or use of S3 Cloud Disks.
Valid bucket base names are comprised of lower-case characters only.

o 53 Bucket:

This is the S3 Bucket name that will be associated with the S3 Cloud Disk. All bucket names within S3
must be unique. S3 bucket names can be any lower-case alpha and/or numeric text characters, plus
embedded dashes and periods within the bucket name string.

By default, a unique bucket name is automatically generated for your convenience, using the Bucket
Basename as a prefix, plus a random number and suffix of "s3disk" followed by the S3 Cloud Disk device
number.

You can type your own bucket name into the S3 Bucket field using lower-case alpha and/or numeric
characters, plus embedded dashes and periods within the bucket name string.

To select an existing bucket, click on the drop down menu and choose from the available S3 buckets
shown.

e Maximurn Disk Size:
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&ESoftNAS Reference Guide

CLOuUD’

Enter a numeric value and choose the units (GB or TB) representing the maximum size of the S3 Cloud
Disk. Since S3 Cloud Disks are thin-provisioned, this value is the maximum disk size this S3 Cloud Disk
can grow to over time as data is added to the device.

Please note that while a very large S3 Cloud Disk can be created, the usable storage must fit within the
licensed SoftNAS storage maximum size available.

| Encrypted disk Disk Password:

S3 Cloud Disk contents can be encrypted and signed. When encryption is enabled, SHA1 HMAC
authentication is also automatically enabled, and any blocks that are not properly encrypted and signed
are rejected. When encryption is enabled, data compression is also automatically enabled.

AES-256 CBC encryption is used to provide a balance of performance and security strength.

The encryption key is determined based upon the Disk Password provided.

g [ B P S L U R

After filling out the form with the desired values, press the Create S3 Cloud Disk button to create the S3
Cloud Disk device.

Copyright ©2015 SoftNAS, Inc.
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Add Azure Block Disk

Block Storage provides fixed size raw storage capacity where each storage volume can be treated as an
independent disk. Block Storage is only accessible from an OS, such as SoftNAS' linux -based application. It is
typically formatted with FAT32 NTFS, EXT3, and EXTy4. It is the most common storage type used with databases

that require high performance and low-latency, and for mission-critical applications.

Azure offers various VM sizes, with pricing based on the amount of block storage disks it makes available. When
adding block storage through the SoftNAS Ul, your instance will be subject to the limits of your selected instance
Size.

Add Microsoft Azure Disk Extender ¥

e

1. Microsoft Azure Account Information

e,
M
Retype Password e " Username: user@account.com
— .

User Account Name

N licrosoft Azure

1 | Password:

Storage Account o______

Tl 2. Choose Cloud Disk Options

Retype password:

Storage Account: bigstorageldisks299 v
Maximum Disk Size o— —_— —
Maximum Disk Size: |1 | OB (Max 1023)
|+ —MNumber of disks: 1 =
Mumber of Disks o"'_____
Cancel Create Disk
Lsername: user@account.com

Provide the Administrative or Service Admin Azure account used to create your instance or storage
accounts in the portal.

Password:

Provide the password for your Azure Admin or Service Admin Account.

Retype password:
Retype the Azure Admin or Service Admin account password to confirm.
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Storage Account: bigstorageldisks299 b4

Available storage accounts will populate once the Admin or Service Admin Account Username and
Password are provided. Select the appropriate account from the listed options.

Maximum Disk Size: |1 2 GB (Max 1023)

W

Select the size of the disk you wish to create, up to the maximum.

Mumber of disks: 1

bl
Provide the number of disks you wish to provide, subject to the limits imposed by the Azure VM size
selected.
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Add Azure Blob Disk

SoftNAS Cloud® leverages object-based scalable Azure blob object storage to present NFS, CIFS/SMB, iSCSI
or AFP file sharing protocols for enterprise workloads. SoftNAS Cloud allows easy workload migrations to the
Azure cloud without changing existing application data structures or workflows. Offering support for both Hot
and Cool Azure blob storage accounts ensures that whether you are looking for inexpensive, low performance,
large scale storage for infrequently accessed archive files, or performance-optimized application ready storage,
SoftNAS has you covered.

Azure supports up to 500 Terabytes of storage per Azure Blob Storage Account. Extend your capacity up to 16
petabytes by leveraging multiple storage accounts. The following menu is available if you select Azure Blob from
Add Device.

Add Azure BLOB Cloud Disk Extender ®
Enter Storage Account 0\ (
T
H"m
~_ il g BR Microsoft Azure
Enter Access Key a---.______ 1“‘E|:L\E| your account credentials
~—_ ] ~
T Storage Account: T
,;'.\,CCESS I{E\,f: RSB ERREE N RN RN R R R RS
Praovide Container Basename o
ﬁﬂ-__ 2. Select a container (or create new) for this disk to use as cloud storage
) Container Basename: | kaiblobhot Enter base name to automatically
. generzte container names
Container Mame °~ —
T Container: kaiblobhot-40932-blobdisk-4
) ) 3. Choose Cloud Disk Options
Select Disk Size e— -—
" T Maximum Disk Size: | 500 C GB || (thin-provisioned)
[ Encrypted disk
Disk Encryption o'_
Cancel Create Cloud Disk
Storage Account: ------------------------------l

Enter the name of your Azure Blob Storage Account. If you have not yet created one, your blob storage
account can be created in Storage Accounts in the Azure Portal.
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Storage accounts
Storage accounts
) Refresh

Columns

No subscriptions in rlaz01 directory. — Don't see a subsaription?
B Al resources

Resource groups

NAME

. App Services

- No storage accounts ta display
= S0L databases

W DocumentDE (NosaL)

- Virtual machines

@ Load balancers
(M Storage accon

*2 Virtual networks

Arcess Key:

Reference Guide

SUBSCRIPTION

Enter the Access Key for your blob storage account. Your Access Key can be found in the Azure Portal
by opening the desired storage account, and selecting Access Keys.

obhot1 - Access keys

) Refresh

Subscriptions: -Don'tseea
subscription?

b W Ovenview

All subscriptions
e %) Acivitylog

NAME Access control (IAM)

il eiblobeoolt r R
e -

74 Diagnose and solve problems

kaiblobhat2
SETTINGS

N
kaiblobhot3 /
(¥ Accesskeys )
- y,
kaiblobhat4 —

& Configuration

kaipohat!

Container Basename: | kaiblobhot

Use access keys to authenticate your applications when making requests to this Azure storage
account. Store your access keys securely - for example, using Azure Key Vault - and don't share them.
We recommend regenerating your access keys regularly. You are provided two access keys so that
you can maintain connections using one key while regenerating the other.

‘When you regenerate your access keys, you must update any Azure resources and applications that
access this storage account to use the new keys. This action will not interrupt access to disks from
your virtual machines.

kaiblobhat1 |1 |

Storage account name

+AUBOOOVZLY4S00KEP BN+ ek Freshatrumkol | [0 € ... }

blwoXHdbMcHyBOsXm/qBKESVOMBApYeRCatksRV-ncwrasay | [T € ... )

Enter a basename for the blob storage container. This basename will be used to auto-generate the name
of the container which is created when adding blob storage.

Container: kaiblobhot-40932-blobdisk-4

This displays the automatically generated container name derived from the container basename. This
name is editable, but you must ensure that any name created is unique.

Maximum Disk Size: | 500 > |GB ¥

[thin-provisioned)

Select the size of the disk you wish to create, up to 500 Terabytes (TB). You can create several disks
from the same storage account, provided you do not exceed the storage account limit (though only one
at a time). You can also leverage the entire storage account by creating a disk of 500 TB.
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It is possible to leverage several storage accounts to stretch the storage capacity within the same
SoftNAS instance to create a large pool or volume of up to 16 petabytes.

[C] Encrypted disk

Your SoftNAS instance makes it possible to leverage disk encryption. Provide a password, and confirm
your selection. This will encrypt the data on your disk, but will allow you access via the password
provided.
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Working with Storage Pools

The storage pools are used to aggregate disk storage into a large pool of storage that can be conveniently
allocated and shared by volumes. The Storage Pools tab is where you view and manage all the storage pools.

A storage pool is an aggregated set of storage comprised of one or more underlying storage devices. It is
comprised of devices (object and block storage, or VMDKSs) created during the Add Disk Device process, or
imported. The storage on these devices is aggregated into a unified pool of storage that can be managed and
deployed as a single pool. Each pool provides storage which is then allocated for use into volumes.

Creating a Read Cache

Impaorting a Pool Adding an Automated Hot Spare

Expanding a Pool Deleting a Pool | Creating a Write Log

| | /
\ f ° / Refreshing Pool List
| | ) f'i

\ I /
Creating a Storage Pool & & storage Rools \ L /

~ oo

() Creste & Expand ffy Import 3¢ Delete | & ReadCache <@Wrkelog .4HotSpare = &% Refresh
Storage Pool Grid o-f——_A Storage Pool Status % Used Free Space Toral Space Dedup %
naspasll Q@ omune L8 99.56 99.56 1.00¢
tark, & omune % 99.56 99.56 1.00x
L >
Using Navigation Pane “‘ B Eeselly nt L=
100
@ a0
35
s 60 W Used
g w W Available
-
2
wm 20
0
naspooll tank
Pool
Managing Pool Details e_“"
—
Viewing Overview Chart o‘__h Overview
o
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o Storage Pool Stabus 4% Used Fre= Space

naspooll
tank,

¥ OMNLINE e 99.5G
W OMNLINE % 99.56

Reference Guide

Total Space Dedup %
99.5G 1.00x
¥9.5G 1,00

The Storage Pool Grid displays the list of storage pools in a tabular grid format. The volume table has the
following fields.

Field Description

Storage Pool

It shows the name of the storage pool.

Status

It shows the current status of the pool. Based on the status, it shows the
following types of indicators:

. 3 ONLINE icon- indicates the pool is online, healthy and operating
normally.

. ! DEGRADED icon -indicates the pool is in a degraded state, continues
to process data normally, but is at increased risk and requires attention;
e.g., replace a failed disk in a RAID array.

. IéilUNAVAIL or FAILED icon indicates the pool is in a failed state and is not
currently processing storage requests. This usually means there are disk
failures exceeding RAID protection.

% Used

It shows the percentage of available storage used.

Free Space

It shows the amount of free space available for use in gigabytes.

Total Space

It shows the total amount of space in the pool, in gigabytes.

Dedup %

It shows the percentage of Dedup

I;i Creake

Before creating the Storage Pool, you will need to have created several EBS volumes for Amazon EC2
based SoftNAS instance and several VHDs for VMware based SoftNAS VM. These EBS volumes or

VHDs provide the underlying storage for SoftNAS storage pools. Whenever a volume or VHD is added,
it begins as a raw disk which means that the disk has no partitions.

Note: Before you assign disk devices to a storage pool, you must partition the disks.

1. Click the Storage Pools option under the Storage section in the Left Navigation Pane.

The Storage Pools panel will be displayed with the list of all the existing storage pools that are already
allocated.

2. To create a new storage pool, click the Create button.

The Create New Storage Pool dialog will be displayed.
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Create a New Storage Pool *

1. Choose a Pool Mame

Pool Mame:

2. Asz=ign disks and redundancy level of the storage pool

RAID Level: |RAID 1/10 = mirror/striped mirrors »
Choose disks for this storage poal:
Disk Device Disk Availability Available Size
fdevfartisan-1 Available for Use 0.0B

Instructions: | Choose a RAID Level, then select a corresponding number of
disks for the storage poaol.

3. Choose Pool Options

[7] Forced Creation (overwrites any older pools on disks you select)
Sync Mode: standard 2

Create Cancel

3. Enter the name for the storage pool that you wish to create in the Pool Name text entry box.

Some example storage pool naming schemes might include:

* Generic naming: naspool1, naspool2, ...

* Disk-type naming: SAS1, SAS2, SATA1, SATA2

+ Use-case naming: 0S1, OS2, Exchange1, SQLData1, UserData1, Geology, Accounting, IT, R&D,
QA, Corp01, etc.

4. Select the redundancy level from the RAID Level drop down list.

Note: If you are using hardware RAID at the disk controller level and have a single data disk presented
to SoftNAS for your storage pool, then you may not need software RAID - in sucg case, select No RAID/
JBOD, as the RAID is implemented at a lower level and have no need for software RAID.

5. Select the disks for which you wish to allocate to this storage pool.

Note: Each of the devices show the Disk Availability status as Available for Use. This implies that
these disks are already partitioned. New disk devices must be partitioned before use.
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6. In the Choose Pool Options step, check the box in the Forced Creation field if you wish to overwrite
any older pools on the disks that you have selected.

Note: If any of the disk devices you choose have been used as a part of another storage pool in the past
(e.g., one that was deleted), you must use the Forced Creation option to overwrite the previous data in
order to use the disk in a different pool (a precaution to prevent accidental data loss).

7. Choose the required Sync Mode:

* standard:

This is the default option. Synchronous file system transactions (fsync, O_DSYNC, O_SYNC, etc) are
written out (to the intent log) and then secondly all devices written are flushed to ensure the data is
stable (not cached by device controllers).

* always:

For the ultra-cautious, every file system transaction is written and flushed to stable storage by a system
call return. This obviously has a big performance penalty.

* disabled:

Synchronous requests are disabled. File system transactions only commit to stable storage on the next
DMU transaction group commit which can be many seconds. This option gives the highest performance.
However, it is very dangerous as ZFS is ignoring the synchronous transaction demands of applications

such as databases or NFS. Setting sync=disabled on the currently active root or /var file system may
result in out-of-spec behavior, application data loss and increased vulnerability to replay attacks. This
option does *NOT* affect ZFS on-disk consistency. Administrators should only use this when these risks
are understood.

8. Click the Create button at the end.

The new storage pool is created and is ready for use.

& Expand

You can expand an existing storage pool by adding additional RAID arrays to the pool.

Note: You cannot add devices to an existing RAID array - you must add a new array to create a larger storage
To do so, simply follow the steps given below.

1. Select the pool that you wish to expand in the Pools list.

2. Click the Expand button in the toolbar.
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Pools
<9 c:enﬁ Import 3§ Delete | & Read Cache <@ Wrkelog s_sHotSpare & Refresh
Sarage Podi Stabus % Used Free Space Total Space
naspool| 4 onLINE 0% 980G 398,06
saspocll Click Expand & onwne 7.7% 9185 9956

The Expand a Storage Pool/Add Storage dialog will be displayed.

Expand a Storage Pool / Add Storage *

1. As=ign dizsks and redundancy level of the storage add-on

Pool Mame: raidpool

RAID Level: |RAID 1/10 = mirror/striped mirrors o
Choose disks for this storage poaol:

[ Disk Device Disk Availability

] jdewvfs3-2 Available for Use

2. Chooze Pool Options

[] Forced Expansion (overwrites any older pools on disks you select)
Sync Mode: standard bl

Instructions: | Choose 3 RAID Level, then select a corresponding number of
disks for the storage poal.

Add Storage Cancel

3. Choose the disk for the storage pool.
4. In the Choose Pool Options section, check the box for Forced Expansion in order to overwrite any older
5. Select the Sync Mode: standard, always, disabled.

6. Click the Add Storage button.
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The additional storage will be added to the selected pool.

Importing a Pool
iy Import

Import pools that were previously deleted or created on a different system. For example, a foreign pool create
system can be imported into SoftNAS and used.

Note: All disk devices used in the pool must be available and unmodified for imported pools to be valid.

1. Click the Import option in the toolbar.

Click Import

Pools

) Create 4 Expand m { Delete | 4 ReadCache offWrikelog s.dHotSpare &% Refresh

Storage Pool Status s Used Fres Space Total Space

naspooll & onune 0% 398.0G 398,06

saspocll @ ONLINE 7% 91.8G 99.56

Page 1 | ofl &
T EEEEEEEEEEEEEE———

The Import Pools dialog will be displayed.

Import Pool X

| Force the import operation Close

Deleted Pools Available for Import:

Foreign Pools Available for Import:

It has two sections such as Deleted Pools Available for Import and Foreign Pools Available for Import.

The Foreign Pools are the storage pools created on a different SoftNAS system.
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2. If the pools are ready to import, there will be a button labeled Import <poolname>, where poolname will be
import. Click that button.

3. You will need to select the Force Import checkbox, to force the system to import foreign pools from anothe
4. For each volume, configure the volume's Snapshots to use the desired schedule.

Note: They are not imported automatically, but can be manually copied from the old system by copying the sn:
files in the Ivar/lwww/softnas/snserver folder.

5. For each NFS and CIFS share you want, create the appropriate NFS exports and CIFS shares (they are no
6. For each iSCSI target (if any), define the appropriate iISCSI devices and targets.

Note: They are not imported automatically, but can be manually copied from the old system by copying the file
new system, then restart the iSCSI Server.

The data disks will now be ready for use.

7. Click the Refresh button on the Storage Pools panel.

# Delete

You can delete any selected pool. To do so, simply follow the steps given below.
1. Select the pool that you wish to delete from the Pools list.

2. Click the Delete button in the toolbar.

Click Delete
Pools |
(e Create & Expand ;E-,ad Cache o) Write Log &4 Hat Spars &% Refrash
Storage Pool Status % Usad Fres Space Total Space
naspooll W ORNLINE 0% 398.05 398,06
saspool ] o W ORMLINE T.7% 91.8G 99.5G

Page 1 of 1

The Delete Confirmation Required dialog will be displayed.
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Delete Confirmation Required X

Delete Pool: tank

The Delete operation will destroy all existing data on the Pool
permanently.

To proceed with this operation, enter "1 Approve” below, then press
the Delete Permanently button.

Enter '| Approve' below:

1approve €

Click Delete Permanently

Delete Permanently Cancel

3. Enter the text | Approve in the text entry box.
4. Click the Delete Permanently button.
The selected pool will be removed.

Note: In the unlikely event you want to recover a deleted pool (immediately after deletion, use the Import but
deleted pool. When importing a deleted pool, you will have to select the "Force the Import Operation" checkt

& Read Cache

The Read Cache provides an additional layer of cache, in addition to RAM memory cache. SSD is recommel
provides a large, fast read cache that is much larger than available cache memory.

Before you create a read cache, you need to verify that disk drives are available that have not been assigned
Note: These should be high speed drives: SAS or SSD.
1. Select the Storage Pool to which you wish to add Read Cache / Write Log.

2. Click the Read Cache option in the toolbar.
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Click Read Cache
Pools

li.'.:ﬁt:re.sta -G'Expavd ﬁ]mtmg -:ul-lutipare @Reﬁﬁh
Storage Pool SEat o Lisad

Fres Space Total Space
naspocll 4 OnLINE 0% 398.06 398.0G
saspocll o 4 OnLINE 7.7% 91,86 99.56

The Add Read Cache to Storage Pool dialog will be displayed.

Add Read Cache to Storage Pool

1. Choosze digk device(s) and mirroring option

Pool Name: raidpool
Choose cache device(s) for this storage pool:

[] | Disk Device Disk Availability
[ fdevfs3-2 Available for Use

2. Choose Options

[] Force use of the device

Instructions: | Choose one or more cache devices, then press 'Add Cache'
button.

Add Cache Cancel

3. Choose the disk for the storage pool.

4. In the Choose Options section, check the box for Force use of the device to overwrite any older pools or

5. Click the Add Cache button.

The read cache will be added to the selected pool.
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ol Write Log

The Write Log provides a cache for incoming writes to be written temporarily to high-speed storage, then later
spindle-based storage. SSD is recommended for Write Log.

Important: The Write Log becomes a critical element of your storage pool, so it is highly-recommended to al
Write Log (that way, if a write log device fails, you won't risk invalidating your storage pool, as the write log in :

You can add a write log to any selected pool. To do so, simply follow the steps given below.
1. Select the pool to which you wish to add write log in the Pools list.

2. Click the Write Log button in the toolbar.

Click Write Log

Pools
i Create 4 Expand i Import 38 Delete | & Read C- Hot Spars & Refresh
Storage Pool % Used

Status Free Space Total Space
naspool | & ONLINE 0 398.,0G I9B,0G
aspool] o ' OMLINE F.7% 91.8G 99.5G

Page 1 of 1 %

The Add Write Log Devices to Storage Pool dialog will be displayed.
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Add Write Log Devices to Storage Pool ®

1. Choose dizk device(s) and log device option

Pool Name: raidpoal

RAID Level: |RAID O = single device g
Choose log device(s) for this storage pool:

[] Disk Device Dizk Availability

[ fdevfs3-2 Bvailable for Use

2. Choose Options

[7] Force use of the device

Instructions: | Choose one or more log devices, then press "Add Log® button.
Log should be at least twice the size of total RAM.

Add Log Cancel

3. Choose the disk for the storage pool.
4. In the Choose Options section, check the box for Force use of the device to overwrite any older pools or
5. Click the Add Log button.

A write log will be added to the selected pool.

u :- Hot Spare

You can add a hot spare for any selected pool. In addition, sparing is automated, with failover to the spare occ
without the need for administrator intervention. To setup automated sparing, simply follow the steps given belo

1. Select the pool to which you wish to add hot spare in the Pools list.

2. Click the Hot Spare button in the toolbar.
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Click Hot Spare

Pools

G Creste 4 Expand iy Irport 3 Delete £ ResdCache o Wike Lol o4 & Refrash

Storage Pool Shabus Free Space Total Space
Parspesndl o G onUNE i 8 395,06 39,06
saspool] @ o 7.7% 91.8G 9.56

The Add Spare Disks to Storage Pool dialog will be displayed.

Add Spare Disks to Storage Pool *

1. Choose disk device(s) and options

Pool Name: raidpool

Choose spare device(s) for this storage poaol:

[] Disk Device Disk: Availability
[] fdewfs3-2 Available for Use

2. Choose Options

[ Farce use of the device

Instructions: | Choose one or more spare devices, then press 'Add Spare’
button.

Add Spare Cancel

3. Choose the disk for the storage pool.

4. In the Choose Options section, check the box for Force use of the device to overwrite any older pools or
you select.

5. Click the Add Spare button.
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The selected spare device will be added to the pool. Sparing is automated, meaning that upon creation of the
according to the above instructions, your data will fail over to the hot spare automatically, without requiring adr
approval. This feature does not require any additional configuration.

1__'; Refresh

You can refresh the Pools list and update it with the latest information. To do so, simply click the Refresh
button in the toolbar.

The Storage Pools list will be reloaded with the most current values.

Page 1 of 1

You can use the Navigation Pane to navigate between storage pool records. It has the following set of
buttons.

First Page - Press to navigate to the First page of pools (when the number of pools exceeds the
number that can be displayed on a single page).

Previous Page - Press to navigate to the Previous page of pools (when the number of pools
exceeds the number that can be displayed on a single page).

Page Number - Displays the current page of pools (when the number of pools exceeds the
number that can be displayed on a single page). You can also enter the page number in the box to
navigate to that page.

Next Page - Press to navigate to the Next page of pools (when the number of pools exceeds the
number that can be displayed on a single page).

Last Page - Press to navigate to the Last page of pools (when the number of pools exceeds the
number that can be displayed on a single page).

Refresh Page - Press to update the pools list with the latest information.

Owerview

You can view the summarized details of storage pools in the Overview Chart.

1. To do so, simply navigate to the Overview tab in the left corner, at the end of the Storage Pool panel.

Copyright ©2015 SoftNAS, Inc.



8SOft NAS Reference Guide

cLouD’
The Storage Usage Chart with a bar chart summarizing storage usage by pool will be displayed.

100 5
80—
3
o 07 B Used
g‘ 40 I Availahle
et
8
¢ 204
0 Pool: tank
naspoolt tank | 0.0G Used, 99.5G Available (Thin)
Compressilnn: off
Pool Deduplcation: off
Overview

2. Move the mouse cursor over the top of a pool's bar. You can view the a summary of usage in a tooltip popu
3. To view the Overview Chart of a selected pool, click that pool to select it in the Storage Pools list.

The Overview Chart of the selected pool will be displayed.

@ Managing Pool Details

You can manage Storage Pool details from the Details tab. There are a number of useful pool and
device statistics available. It provides detailed information about the storage pool, along with buttons that
can be used to control the pool and its devices.

For more information, refer to the following link

Managing Pool Details
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Managing Pool Details

You can manage Storage Pool details from the Details tab. It provides detailed information about the storage
pool, along with buttons that can be used to control the pool and its devices.

Putting a Device Online

Taking a Device Offline e Replacing a Device

Stopping a Pool Scrub 1 | ° Removing a Device

a \ | f g Refreshing Pool Details
Starting a Pool Scrub a\ T | / /
\ | I

“\ serub Status: nunéglmted A\ .'! ) /
Po ails : \\ ‘ JII‘
& SEU!FON scrub (8 Stop Pool Scrub | (@) Take I:l‘evi:e OFFline o Putlmvi:e Online | [# Replace Device == Remove Device | &% Refresh
Pool Details Grid o —— Pool Devices Skatus Read Errors ‘Write Errors Checksum Errors  Read IOPS Write IOPS Read Bandwidth Write Bandwidth ~ Extended
) naspoolt  (J OnLInE 0 0 o 0 0 0 0
mirror-0  (J ONLINE 0 0 0
= Q onume 0 0 0 0 0 0 0
= Q@ onume 0 0 0 0 0 0 0

Overview | Details

The Pools Details Grid displays the list of pool devices in a tabular grid format. There are a number of
useful pool and device statistics available.

The pool details table has the following fields.

Field Description

Pool Devices |It is the name of the volume. You can click this name of a volume in the
list to select it.

Status It shows the current status of the pool device. Based on the status, it
shows the following types of indicators:

. Q3 ONLINE icon- indicates the pool device is online, healthy and
operating normally.

o ! DEGRADED icon -indicates the pool device is in a degraded state,

continues to process data normally, but is at increased risk and requires
attention.

o IéhlUNAVAIL or FAILED icon indicates the pool device is in a failed state

Read Errors |lt shows the number of read errors during the last refresh period.

Write Errors |It shows the number of write errors during the last refresh period.
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Checksum |It shows the number of checksum errors detected.
Errors
Read IOPS |t shows the number read I/O operations on the device.
Write IOPS | It shows the number of write /O operations.
Read It shows the read bandwidth of the device.
Bandwidth
Write It shows the write bandwidth of the device.
Bandwidth
Checksum |[It shows the number of checksum errors detected.
Errors
Write It shows the write bandwidth to the device.
Bandwidth
Extended It shows the additional information (if any) that may be available for a
device.

A scrub is an operation which examines the integrity of all data across the entire pool. Any errors or issues in
corrected. Press the "Refresh" button for an update on the scrub operations progress.

Note: Scrub operations on large pools or pools with a large number of small files can take an extended perioc
complete. Please be patient when a scrub (or resilver) operation is in-progress - it will complete eventually, ev
several days for extremely large pools.

Starting a Scrub is very easy.

1. Navigate to Pool Details tab.

The Pool Details will be displayed.

2. Click the Start Pool Scrub button in the toolbar.
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Scrub Status: | none requested Click Start Pool 5crub

Pool Details
(5) Stop Pool Scrub (W) Take Device Offine  (0) Put Device Online [ Replace Device == Remove Devics | 4% Refrech

PO LA Hatus Foead Errors ‘wirite Erroes Checksum Errors Read [0PS Write 10F5 Flead Bandwadth  ‘Wiite Bandeidth  Extended
; naspooll

mirrer-0

o o 1] o o

O00OC
S8 8 O
2 o o o
o o o o

1]
o o 1] o o
1]

=ik
[ |
|
—

Overview | Details

The Operation Success message box informing you about the successful starting of the pool scrub will be dis

Operation Success X

Pool startscrub command for pool 'naspooll’, device " was successful.

Click OK %

3. Click the Ok button.

The start pool scrub will be initiated.

You can stop a pool scrub operation that is in progress. It is not normally required to stop a pool scrub
operation, as pool scrubs take place as lower-priority, background tasks.

1. To stop the pool scrub operation, simply click the Stop Pool Scrub button in the toolbar.

The pool scrub operation will be stopped.

You can take a selected device offline. Be careful when taking devices offline in an active, production
storage pool, as it could potentially cause the pool to become unavailable, or at a minimum degrade the
pool's ability to recover from an actual device failure. Taking devices offline should only be required if a
device requires maintenance, which should be rare.

1. Select the device that you wish to take offline.
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2. Click the Take Device Offline button in the toolbar.
The selected device will be taken offline.

Note: If a device is taken offline for a period of time, it will require resilvering to rebuild its integrity with
the data changes that have occurred while it was offline.

You can put a device online.
1. Select the device that you wish to put to online.
2. Click the Put Device Online button in the toolbar.

The selected device will be put to online.

Replacing a device is usually done when a device has failed.

1. To replace a device, select the device in the Pool Details Grid list.
2. Click the Replace Device button.

The selected device will be replaced by the Spare device.

Note: You must have a spare device available - the next available spare will be used if there are multiple
spares.

A device can be removed from the pool.
1. To remove a device, select the device in the Pool Details Grid list
2. Click the Remove Device button.

Note: You must take appropriate care when removing devices from an active pool, as it could degrade or
fail the storage pool and cause data loss if the pool is unable to tolerate the device being removed.

You can refresh the pool detail list and update it with the latest information. To do so, simply click the
Refresh button in the toolbar.

The Pool Detail list will be reloaded with the most current values.
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Managing Volumes and LUNs
Volumes provide a way to allocate storage available in a storage pool and share it over the network. The

Volumes and LUNs section of SoftNAS allows you to create, edit, remove and manage storage volumes and
their snapshots.

Deleting a Volume

Editing a Volume
| Viewing SnapshotsRefreshing Volume List
e \ o ° ﬂ Active Directory Wizard

Creating a New Volume e\ | . » -

Volumes \l | /

@ Create [Zpedt 3¢ Delete ‘¥ Snapshots &2 Refresh  ap) Active Directory

Volumes Grid 07 Volume Name Storage Pool Status. % Used Total Used Space Used by Snapshots Used by Dataset Free Space Total Space Provisioning Optimizations Type Mountpoint

Using Navigation Pane °—

o data to display

08

W used
Available

04 Snapshots

Storage Use

Accessing Snapshots 0
Viewing Overview Chart ° T~

= e
Overview || Snapshots

The Volumes Grid displays the list of storage volumes in a tabular grid format. The volume table has the
following fields.

Field Description
Volume It is the name of the volume. You can click this name of a volume in the
Name list to select it.

Storage Pool |It shows the name of the storage pool that is assigned to the volume.

Status It shows the current status of the volume. Based on the status, it shows
the following types of indicators:

. ONLINE icon- indicates the volume and pool are online, healthy
and operating normally.

« ¥ DEGRADED icon -indicates the volume's pool is in a degraded state,
continues to process data normally, but is at increased risk and requires
attention; e.g., replace a failed disk in a RAID array.

. I“"jh'UNAVAIL or FAILED icon indicates the volume's pool is in a failed
state and is not currently processing storage requests. This usually
means there are disk failures exceeding RAID protection.

Copyright ©2015 SoftNAS, Inc.



SESoftNAS

cLouD’

% Used It shows the percentage of available storage used. For thin-provisioned
volumes, this is the percentage of the storage pool used. For thick-
provisioned volumes, this is the percentage of the volume's allocated
space used.

Total Used It shows the amount of used up space in gigabytes.

Space

Used by It shows the amount of space used by snapshots in gigabytes.

Snapshot

Used by It shows the amount of space used by volume data sets in gigabytes.

Datasets

Free Space It shows the amount of free space available for use in gigabytes.

Total Space |It shows the total amount of space in the volume, in gigabytes. For thin-

provisioned volumes, this is the same as the underlying storage pool's
size. For thick-provisioned volumes, this is the volume size that was
assigned.

Provisioning

It shows the provisioning type of the volume as Thick or Thin.

Optimizations

It shows the configured optimization option of the volume. The
available options include the following:

# None - no optimizations configured
# Dedup - deduplication is enabled
# Compress - data compression is enabled

# Dedup+Compress - both deduplication and compression are enabled

Type

It shows the type of the volume. The available types of volume include:
¢ Blockdevice — Refers to the volume that is a block device type,
commonly used for iSCSI LUN creation and sharing. Block device mount
points are in the /dev/ filesystem.

¢ Filesystem- Refers to the volume that is a a filesystem type, commonly
used for NFS and CIFS sharing (or FTP and other supported protocols).

Mountpoint

It shows the mount point used to access the volume in the Linux
filesystem.

1. Click the Create button in the toolbar.

The Create Volume dialog will be displayed.
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Create Volume *

General || Snapshots

1. Choose a Volume Name and Storage Pool

Volume Mame™:

Storage Pool™: Storage Pool...

2. Choose Volume Type
@ Filesystem (NFS, CIFS) ) Block Device (iSCSI LUN)

Export viz NFS  [] Share via CIFS [ Share via AFP

3. Choose Storage Provisioning Options

@ Thin Provision - dynamically allocate space as it is needed
() Thick Provision - preallocate space from storage pool now

Thick Volume Size

4, Choose Storage Optimization Qptions
[] Compression  (saves disk space, reguires more CPU)

[[] Deduplication (eliminates duplicates, uses more memory)

Sync Mode*: standard w

Create Cancel

2. Enter the name of the volume in the Volume Name text entry box.

3. To select the storage pool where the storage space for the volume has to be reserved, click the
Storage Pool button.

The Choose a Storage Pool dialog will be displayed.
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| Choose a Storage Pool X
| Storage Pool @ Free Space
naspooll 99.5G
tank 99.5G

Click Select Pool

Select Pool Cancel

A. Select the required storage pool from the list of available storage pools.

B. Click the Select Pool button.

Back in the Create Volume dialog, the name of the selected storage pool will be displayed in the
Storage Pool field.

4. Select the type of the volume from the Volume Type section. The available volume types are File
System (NFS, CIFS, AFP) and Block Device (iSCSI LUN).

Note: If you want to share the volume via iSCSI, then choose Block Device instead of accepting the
default File System volume type.

5. One-click Sharing - SoftNAS supports one-click sharing during Volume creation. Choose the
appropriate sharing option checkboxes to Export to NFS and/or Share via CIFS, Share Via AFP as
appropriate. Verify the type of one-click sharing selected. The available options are Export via NFS,
Share via CIFS and Share via AFP for the File System volume type and Share as iSCSI LUN for
Block Device volume type.
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6. Select the type of the storage provisioning option. The available options include Thin Provision -
Dynamically allocate space as it is needed and Thick Provision - Preallocate space from storage
pool now.

Thin-provisioning allows a volume to acquire storage from its Storage Pool on an as-needed basis, as
new data is written to the volume. Thin-provisioning enables many volumes to share a storage pool
without an upper limit being placed on the volume itself (the only upper limit to the volume's size is
available space in the pool). Thick-provisioned volumes reduce the amount of space available in the
Storage Pool by reserving this space for use by a specific volume. When a thick-provisioned volume
reaches its maximum volume size, no more data can be written and a volume full error will be returned
for writes to a full volume. Thick-provisioned volumes can be re-sized at any time to add space (or return
space to the storage by by reducing the volume size).

Volume Size:

7. If you select the type of the storage provisioning option as Thick Provision in the previous step, then
specify the size of the volume in the Volume Size field and select the size unit.

Once a Storage Pool has been selected for a thick-provisioned volume, the amount of available space to
allocate is displayed below the Volume Size field, as shown in the example below.

The Volume Size value can be any valid numeric value; e.g., 10, 12.5, 100.0, 1.25

8. The Size Units selector is used to choose the units for the Volume Size. Select the required size unit
from the drop down list. The available units include MB — Megabytes, GB - Gigabytes (default) and TB —
Terabytes.

Storage Optimization

9. Select the required option for storage optimization in the Storage Optimization Options section.
The available options are Compression and Deduplication. The Compression type saves disk space,
but requires more of CPU space. The Deduplication type eliminates duplicates, but consumes more
memory space.

The Compression type saves disk space, at the expense of additional CPU overheads for each read
and write request (to decode and encode the data). Depending on how compressible the data is, it is
common to see data compression rates up to 50% or more.

Note: If you compress a significant amount of data, be sure to observe the amount of actual CPU
consumed during a typical day, and if necessary, add more CPU capacity to the SoftNAS VM as
required to ensure compression is fast and efficient. If data is not highly-compressible, then disabling
compression provides a better performance tradeoff.

* The Deduplication type eliminates duplicates, but consumes more memory space. For certain

types of data (e.g., Windows virtual machine images, which are highly-redundant in virtual desktop

applications), deduplication can save up to 80% on storage requirements by eliminating duplicate data.
Each time a duplicate data block is to be written, a pointer to the existing duplicate block is created

instead, along with increasing the duplicate block reference count. To make these operations as fast

as possible, a table of deduplicated blocks is maintained. A hash table of deduplicated blocks is kept in

memory to make lookups very fast. When a duplicate block is read, it is usually in cache memory and is

simply returned with no disk 1/O required.

Note: Itis recommended to avoid using deduplication unless the data is highly-duplicative, because
of the memory impact of deduplication. It is estimated that for every terabyte of deduplicated data
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managed, one gigabyte of memory is required for the deduplication lookup tables. These tables
compete with cache memory, which can reduce the overall performance of SoftNAS.

Snapshots
10. Optionally, you can click the Snapshots tab to configure the same.

The Snapshots section of the dialog will be displayed.

Edit Yolume: vol3 Pt

General 'ﬁ' Click Snapshot I

Yolume Snapshl:rt Configuration

V] Enable scheduled volume snapshots

Snapshot Schedule:  pefaut € v Schedules. ..

Scheduled Snapshot Retention Policy '@

Set the maximum number of scheduled snapshot copies to maintain:

Hourly: 5 =
Daily: 2 =
Weekly: 0 -
Instructions

Wolume snapshots are automatically created based upon the chosen
schedule. The maximum number of snapshot copies determines when older
snapshots are pruned and eliminated.

Hourly snapshots occur on the hour at the hourly times specified in the
schedule,

Daily snapshots occur at 1:00 a.m. each day on the days specified.

Weekly snapshots occur at 2:00 a.m. once per week on the day of the week

specified.

Volume snapshots are automatically created based upon the chosen schedule. The maximum number
of snapshot copies determines when older snapshots are pruned and eliminated.
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11. In the Volume Snapshot Configuration section, check the box in order to enable the scheduling of
volume snapshots.

12. Select the type of snapshot schedule from the Snapshot Schedule drop down list. The available
options include are Default, 24 x 7, Maximum Snapshots and Business.

13. In the Scheduled Snapshot Retention Policy section, set the maximum number of scheduled
snapshot copies to maintain in the Hourly, Daily and Weekly fields by either manually entering the value
or by using the scroll bar to increase or decrease the value.

Note:

» Hourly snapshots occur on the hour at the hourly times specified in the schedule.

+ Daily snapshots occur at 1:00 a.m. each day on the days specified.

» Weekly snapshots occur at 2:00 a.m. once per week on the day of the week specified.
14. Click the Create button at the end.

The new volume is created and it shared on the network.

If Block Device (iSCSI LUN) is selected during Volume Creation, the LUN Targets tab is displayed.
You can use the LUN Targets tab to select an available iSCSI LUN Target as part of your create Volume
workflow.
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Create Volume

General Snapshots LUN Targets

Choose a Target to Go With “our LUN

iSCSI LUM Target:

Ingtructions

Use this tab to choose which target gets applied
to the newly created iSCI LUN volume.

Alternatively, you can click on the iSCI LUN Targets
shortcut located under Storage in the Storage Administration
panel to the left of the page to open the iSCI LUN Targets applet.

You can then switch between these two tabs without losing your
progress, and make the aproprizte changes to vour target setup.

Create Cancel

You are prompted to select the appropriate target
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Choose an i5CI LUN Target

Target
ign. 2013-02.com, softnas:storage. targetl

T
m
T

-
=

You can edit any selected volume. To do so, simply follow the steps given below.

Cancel

1. Select the volume that you wish to edit in the Volumes list.

2. Click the Edit button in the toolbar.

The Edit Volume dialog will be displayed.
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Edit Volume: volumel *

General Snapshots

Volurne Mame: volume1

Volume Type

i@ Filesystem (MFS, CIFS) (7 Block Device (iSCSI LUN)

Storage Provisioning
@ Thin Provision
(™) Thick Provision

Thick Volume Size

Storage Optimization

J| Compression  (saves disk space, requires more CPU)
Deduplication (eliminates duplicates, uses more memory)

Sync Mode: standard R

Save Cancel

Note: You cannot edit the name and type of the volume.

3. Select the type of the storage provisioning option. The available options include Thin Provision -
Dynamically allocate space as it is needed and Thick Provision - Preallocate space from storage pool
now. By default, volumes are thin-provisioned.

4. If you select the type of the storage provisioning option as Thick Provision in the previous step, then
specify the size of the volume in the Volume Size field.

Note: When Think Provision is selected the Volume Size specifies how much space is to be pre-
allocated to the volume. Space is determined by entering a Volume Size amount as a floating point
value, along with choosing the Size Units.

6. Select the required option for storage optimization in the Storage Optimization Options section. The
available options are Compression and Deduplication.

7. Select the Sync Mode: standard, always, disabled.

8. Click the Snapshots tab.
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The Snapshots section of the dialog will be displayed.

Reference Guide

Edit Volume: volumel *
General || Snapshots

olume Snapshot Configuration

Enable scheduled volurme snapshots

Snapshot Schedule: Default ~ Schedules. ..

Scheduled Snapshot Retention Policy

Set the maximum number of scheduled snapshot copies to maintain:

Hourly: |10 3
Daly: |6 =
Weekly: |1 3
Instructions

Volume snapshots are automaticaly created based upon the chosen
schedule. The maximum number of snapshot copies determines when older
snapshots are pruned and eliminated.

Hourly snapshots occur on the hour at the hourly times specified in the
schedule.

Daily snapshots occur at 1:00 a.m. each day on the days specified.

Weekly snapshots occur at 2:00 a.m. once per week on the day of the
week specified.

Save Cancel

8. Edit the parameters of the Snapshots configuration as necessary.
9. Click the Save button.

The changes made to the volume will be updated.

You can delete an ununsed volume. To do so, simply follow steps given below.
1. Select the volume that you wish to delete in the Volumes list.

2. Click the Delete button in the toolbar.
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Click Delete

Wolumes P

i creste [Ereae B ookae il Snegebots B Refrech

ik i SHoraga Pl otz % Lsed Tkl Uiod Space  Uised by Shapshits | Usid by Diatasst  Froe Space ToalSpas  Praviioning Dzt
wolld o naspoall W oramE L) 0.0 B 135K B0.0G B, o Thack L]

fs1 tank W orumE L) 0.0 o 0 97.9G 9950 Thin L]

The Delete Confirmation Required dialog will be displayed.

Delete Confirmation Required *

Delete Volume: fsl

The Delete operation will destroy all existing data on the
VYolume permanently.

To proceed with this operation, enter "I Approve” below, then press
the Delete Permanently button.

Enter '| Approve’ below:

I Approve @

| Click Delete Permanently

3. Enter the text as | Approve in the text entry box.
4. Click the Delete Permanently button.

The selected volume will be removed.

° Viewing Snapshots
You can access, view and manage storage snapshots. To do so, click the Snapshots button in the
toolbar.
The Snapshots tab will be displayed in the lower part of the Volume panel.

For more information, refer to the Managing Snapshots section.
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You can refresh the volumes list and update it with the latest information. To do so, simply click the
Refresh button in the toolbar.

The Volumes list will be reloaded with the most current values.

You can click on Active Directory to launch the Active Directory Wizard.

Features include:

» Step by step configuration wizard

* Configures AD by collecting configuration settings (e.g., domain name, Windows admin ID/password,
-et\(/:é)r-ifies AD integration and authentication are operating correctly (and reports any errors or issues).

For more information and step by step instructions, see the document "SoftNAS Installation Guide."

You can use the Navigation Pane to navigate between volume records. It has the following set of
buttons.

First Page - Press to navigate to the First page of volumes (when the number of volumes exceeds
the number that can be displayed on a single page).

Previous Page - Press to navigate to the Previous page of volumes (when the number of volumes
exceeds the number that can be displayed on a single page).

Page Number - Displays the current page of volumes (when the number of volumes exceeds
the number that can be displayed on a single page). You can also enter the page number in the box to
navigate to that page.

Next Page - Press to navigate to the Next page of volumes (when the number of volumes exceeds
the number that can be displayed on a single page).

Last Page - Press to navigate to the Last page of volumes (when the number of volumes exceeds
the number that can be displayed on a single page).

Refresh Page - Press to update the volumes list with the latest information.
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You can view the summarized details of volume in the Overview Chart.
1. To do so, simply navigate to the Overview tab in the left corner, at the end of the Volumes panel.

The Volume Usage Chart with a bar chart summarizing storage usage by volume will be displayed.

250 -
@ 200
A
o W Used
150 4
% B Available
= -
E 100 Snapshots
o 50
0
vol3 fs1 Ivulume: fsl
0.0G Total Used, 97.9G Avaiable (Thin)
Volume Cormpression: off
Deduplcation: off
Uszed by Dakaset: 30K
Used by Snapshats: 0
Overview Snapshots

2. Move the mouse cursor over the top of a volume's bar. You can view the a summary of usage in a tooltip
popup window.

3. To view the Overview Chart of a selected volume, click that volume to select it in the Volumes list.

The Overview Chart of the selected volume will be displayed.

You can access, view and manage storage snapshots. To do so, click the Snapshots tab.
The Snapshots tab will be displayed with the list of all volume snapshots.

For more information, refer to the Managing Snapshots section.
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Managing Snapshots
The Snapshots tab contains the Volume Snapshot Control Panel.

Creating a Snapshot Deleting a Snapshot Creating a SnapClone™ from a Snapshot

9 @ o
Volume Ss:'Ypshots I“. 1
@ Create 5;-ap—;\‘oi K Delete 51-51‘33%0': EI Create SNAPClone ™ from SNAPSHOT
Snapshots Grid ° ) Creation Date / Time Snapshot Name Space Referenced by Snapshot | Volume Storage Pool
HV_V.“"'**-TLE Mar 10 1:00 20150 daily-20150310-010314 14.7M HSCIFS HSPool

hourly-20150310-070308 147M HSCIFS HSPool

hourly-20150310 147M HSPool

hourly-20150310 14.7M HSPool

Tue Mar 10 10 hourly-20150310 14.7M HSPool
Tue Mar 10 11 hourly-20150310-110307 147M HSPool
Tue Mar 10 12:00 20150 hourly-20150310-120309 147M HSPool
Tue Mar 10 13:00 20150 hourly-20150310-130308 147M HSPool
Tue Mar 10 14:00 2015 0 hourly-20150310-14030% 14.7M HSPool

Tuse Mar 10 15-00.2015.0 hourh=20150310-150308 14 7M

Overview Snapshots

HSPaal

The Snapshots grid shows a list of snapshots for the currently selected volume (in the upper grid on the
page). If no single volume is selected, then snapshots for all volumes are shown (default until a volume
is selected). The Snapshots table has the following fields.

Field Description

Creation Date/Time It is the date and time when the snapshot was created. This is the point
in time at which an index to the volume's state was marked.

Snapshot Name It is the unique name given to every snapshot that is identified

with a volume. Scheduled snapshots have names corresponding

to the frequency at which snapshots are taken; i.e,, hourlyNN,
dailyNN, weeklyNN. When an ad-hoc snapshot is created, it is
receives a name in the form "snapMMMDDYYYY-HHMMSS; e.g.,
snapJun242013-135901 would have been taken on June 24, 2013 at
1:59:01 p.m.

Space Referenced By Snapshot It is the space referenced by the snapshot

Volume It is the volume to which the snapshot is referred to.

Storage Pool The snapshot's storage pool

You can create an ad-hoc snapshot of the currently selected volume. To do so, simply follow the steps given
below.

1. Select the volume to which the snapshot needs to be created.

2. Navigate to the Snapshots tab.
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3. Click the Create Snapshot button in the toolbar.

Volume Snapshots

G Create Snapshot

Creation Date [ Time
Tue Mar 10 1:00 2015 0
Tue Mar 10 7:00 2015 0
Tue Mar 10 8:00 2015 0
Tue Mar 10 9:00 2015 0
Tue Mar 10 10:00 2015 0
Tue Mar 10 11:00 2015 0
Tue Mar 10 12:00 2015 0
Tue Mar 10 13:00 2015 0

Tagm BlA—e 400 4 A0 04 C 0

Overview

Click Create Snapshot

Snapshots

Snapshot Mame
daily-20150310-010314
hourly-20150310-070308
hourly-20150310-080309
hourly-20150310-090309
hourly-20150310-100309
hourly-20150310-110307
hourly-20150310-120309
hourly-20150310-130308

b arls e A BT 400 A AN

# Delete Snapshot Create SNAPClone ™ from SNAPSHOT

Space Referenced by Snapshot
14.7M
14.7M
14.7M
14.7M
14.7M
14.7M
14.7M
14.7M

4.4 ThA

Volume
HSCIFS
HSCIFS
HSCIFS
HSCIFS
HSCIFS
HSCIFS
HSCIFS
HSCIFS

| I o ]

Reference Guide

The Operation Success message confirming the successful creation of the snapshot will be displayed.

Operation Success

Snapshot create command for 'HSPool/HSCIFS@snap-20150310-170336" was successtul.

4. Click OK.

The new snapshot volume will be created.

You can easily delete a snapshot. Simply follow the steps given below.

1. Select the volume from which you wish to remove the snapshot.

2. Navigate to the Snapshots tab.

3. Click the Delete Snapshot button in the toolbar.
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Volume Snapshots Click Delete Snapshot

l:ﬁ Create Snapshot Create SNAPClone ™ from SNAPSHOT

Creation Date [ Time Snapshot Mame Space Referenced by Snapshot | Wolume
Tue Mar 10 1:00 2015 0 daily-20150310-010314 14.7M HSCIFS
Tue Mar 10 7:00 2015 0 hourly-20150310-070308 14.7M HSCIFS
Tue Mar 10 8:00 20150 heourly-20150310-080309 14.7M HECIFS
Tue Mar 10 9:00 2015 0 hourly-20150310-090309 14.7M HSCIFS
Tue Mar 10 10:00 2015 0 hourly-20150310-100309 14.7M HSCIFS
Tue Mar 10 11:00 2015 0 hourly-20150310-110307 14.7M HSCIFS
Tue Mar 10 12:00 2015 0 hourly-20150310-120309 14.7M HSCIFS
Tue Mar 10 13:00 2015 0 hourly-20150310-130308 14.7M HSCIFS
Tiim Mme 40 4400 (O b sl ANAERT 40 1ARZAN 14 Tha LemTEs

Overview Snapshots

The Delete Snapshot message asking you to confirm the deletion of the snapshot will be displayed.

Delete Snapshot? ®

'*_n., You are about to delete snapshots 'daily-20150310-010314",
. Are you sure you want to delste those snapshots?

Click Yes

4. Click Yes.
The selected snapshot will be removed.

Note: Removing a snapshot removes the recovery point, along with any older disk blocks that were
associated with the snapshot (it does not affect any current data blocks).

You can create a new volume as a writable clone of the snapshot. The writable clone volume is an exact replic
of the volume at the time the snapshot was originally taken. The cloned volume doesn't take up any
appreciable additional space; however, as changes are made to the cloned volume, new data blocks are
created as difference blocks.

Simply follow the steps given below.

1. Navigate to the Snapshots tab.

2. Click Create SnapClone™ from Snapshot in the toolbar.

Copyright ©2015 SoftNAS, Inc.



EESoftNAS

CcLOuUD’

Volume Snapshots

() Create Snapshot  §§ Delete Sr'-aptsf'r::-t Create SNAPClone ™ from SNAPSHOT

Reference Guide

Click Create SnapClone

Creation Date [ Time Snapshot Name Space Refersnced by Snapshot | Volume She
Tue Mar 10 1:00 2015 O daily-20150310-010314 14.7M HSCIFS HS
Tue Mar 10 7:00 2015 O hourly-20150310-070308 14.7M HSCIFS HS
Tue Mar 10 8:00 2015 O hoterly-20150310-080309 14.7M HSCIFS HS
Tue Mar 10 9:00 2015 O hourly-20150310-020309 14.7M HSCIFS HS
Tue Mar 10 10:00 2015 0 hoterly-20150310-100309 14.7M HSCIFS HS
Tue Mar 10 11:00 2015 0 hourly-20150310-110307 14.7M HSCIFS HS
Tue Mar 10 12:00 2015 0 hourly-20150310-12030% 14.7M HSCIFS HS
Tue Mar 10 13:00 2015 0 hourly-20150310-130308 14.7M HSCIFS HS
Tue Mar 10 14:00 2015 0 hourly-20150310-140309 14.7M HSCIFS HS
Tuse Mar 10 15-00 2015 0 hewrl-20150310-150 308 14 TM HSCTES HE

Overview Snapshots

Note: It is best practice to recover any data you may need from the cloned volume, then delete the clone and
its snapshot as soon as possible; otherwise, the snapshot and clone will continue to keep the older disk blocks
locked up (allocated), occupying additional disk space over time.

The Operation Success message confirming the successful creation of the cloned, writable volume from
snapshot will be displayed.

Operation Success

Snapshot clone command for 'HSPoaol/HSCIFS@hourly-20150310-080309" was successful.

MNote: Clonad snapshot was renamed and will be retained to support clonad volume, and must be
manually deleted when no longer raquirad.

3. Click OK.

CECY

The new SnapClone™ volume from snapshot will be created and added to the list of existing volumes.
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Configuring CIFS Shares

The Common Internet File System

(CIFS) is the standard way that computer users share files across corporate

intranets and the Internet. It provides users with seamless file and print interoperability between VMs and
Windows-based clients. CIFS allows multiple clients to access and update the same file while preventing conflicts
by providing file sharing and file locking.

SoftNAS uses Samba Windows File Sharing for secured, stable and fast file sharing and print services. It
allows the networking of Microsoft Windows®, Linux, UNIX, and other operating systems together, enabling
access to Windows-based file and printer shares. Samba seamlessly integrates Linux/Unix Servers and
Desktops into Active Directory environments using the winbind daemon.

Inverting Selection

Selecting All Shares Creating a New File Share

Mn’nule Config ‘

Select all. | Invert selection. | Creete 3 o s shrs | l
Share Name.

[0 homes

[T printers

Shared Files Grid °

Select all. | Invert selection. | Create a new file share. | Create a new printer share. | Create a new copy. | View all connections

Delete Selected Shares
Deleting Selected Shares °

Global Configuration

Configuring Unix Netwnrkmge» - U
=%

Unix Networking

Miscellaneous Options

y

Edit Config File

Managing Samba Users o—samha Users

Samba Users

Group Synchronisation

Restarting Samba Senvers G
[ Restart Samba Sewvers

Stopping Samba Servers @* — [ Stop Samba Sewers

Restart Winbind Servers @ —————{ RestartWinbind Servers
[ Stop Winbind Servers
Stop Windbind Servers G

\
reate a new printer share. | Create a new copy. | View all connections

Creating a New Printer Share

Viewing All Connections
N\

© \

\ \

AN \\ Samba Windows File Sharing

\
A Samba version 3 6.9-169 el6_5

Search Docs.

\ \

Path Security
All Home Directories Readlurite to all known users
Al Printers Printable to all known users

Configuring Windows to Unix Printing
Configuring Windows Networking

@”

=i
Windows Networking

@, — 7° Configuring Winbind Options J 3
( |

Winbind Options File Share Defaults

/o Configuring Authentication
®/ /.
/

Authentication ‘Windows to Unix Printing
ey

=)

Printer Share Defaults

Samba Groups

CQ,’P

Convert Users

)

Bind to Domain

User Synchronisation

Click this button to restart the running Samba servers on your system. This will force the cument configuration to be applisd. This will also disconnect any connections to the server, so if you do not want the current
configuration to be applied immediately you should just wait 1 minute until Samba reloads the configuration automatically.

Click this button to shut down the running Samba senvers on your system. All curently logged in users will be forcibly disconnected

Click this button to restart the running Winbind senvers on your system.

Click this button to shut down the running Winbind servers on your system.

The Shared Files Grid displays the list of all shared files in a tabular grid format. It has the following

fields.

Field Description
Share Name |It is the name of the share.
Path It specifies the path that is shared.
Security It shows the type of security available for the share.
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You can select all the file shares. To do so, simply click the Select All button.

All the shared files in the list will be selected.

You can invert the selection of the file shares. To do so, simply click the Invert Selection button.

The selection of the shared files in the list will be inverted.

Note: Before you start creating a new file share, it is better to configure the default windows network environm

1. On the CIFS Shares panel, click the Create a New File Share link.

The Create File Share section of the panel will be displayed.

a3 CIFS Shares * ﬂ Volumes *

Maodule Index

Create File Share

Share Information
Share name @ cifs01 e ©) Home Directories Share
Directory to share [naspoolfcifs_val01 e

Automatically create directory? @ vag ) No

Create with owner softnas e

Create with permissions 777 o

Create with group softnas j o

Available? @ Yes O No 0

Browseable? @ Yes ) No

Share Comment CIFS Share for Windows Users 10}

I ™ Click Create

- Return to share list

2. Enter the name of the share that will appear as the network mount point in the Share Name text entry box.

3. The Directory to share is the path to the Volume that was created in the prior step. Click the Browse butt
Volume from the filesystem for sharing.

4. Set the Automatically Create Directory field option to be Yes.
5. The Create with Owner field determines which Linux user will be assigned to the shared folder.

6. Enter the permission mask in the Create with Permissions text entry box. Example, 777 is read/write/excl
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7. The Create with Group field determines which Linux group will be assigned to the shared folder.

8. To make the share to be available on the network, check the Yes option in the Available field.

9. To make the share to be browseable on the network, check the Yes option in the Browseable field.

10. Enter the comment if any to display to users who browse the share, in the Share Comment text entry box.
11. Click the Create button.

The new file share will be created and published for access by windows servers and clients.

#i| CIFS Shares = | [ Volwmes *

Module Config Samba Windows File Sharing
Samba version 3.5.10-125.¢l6
Select all. | Invert selection. | Create a new file share. | Create a new printer share. | Create a new copy. | View all connections
Share Name Path Security

1 homes ANl Home Directories Read only to all known users
] www Hearfwww Read/write to all known users
71 allusers home/shares/allusers Read/write to all known users
] dedup fnaspool/dedup Readfwrite to everyone
--- (4 Qa0 |.l.i :E.Iui. 0 Sy eIy One
alect all. | Inveri selection. | Lreale a new file share. | Creale a new pnnier share. | Create a new copy. | view all conneclions

| Delete Selected Shares |

° Creating a New Printer Share
Creating a new printer share is easy. Simply follow the steps given below.
1. Click the Create a New Printer Share button.

The Create Printer Share page will be displayed.
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Module Index Create Printer Share

Share Information

Share name * [5M [2) All Printers Share
Unix Printer ' Default © Y

Spool directory Vdew/block (4)

Available? * Yes Mo ﬁ

Browseahle? * Yes No@

Share Comment | (7)

Click Create

& Return to share list

2. In the Share name field, make sure the first button is selected and enter a unique alphanumeric name for y
the text box. This should be the same as the name of the Unix printer you select in the next step to avoid confi
automatically created printer share with the same name already exists, this new one will override it.

3. From the Unix printer drop down list, select the printer to make available to SMB clients.

4. In the Spool directory field, enter the name of a directory in which temporary files for printing are stored.

5. To disable this printer so that it cannot be used, change the Available? field to No.

6. To hide this printer from the list that appears when the server is browsed, change the Browseable? field to
directly accessible using a \\servername\printername path though.

7. In the Share comment field, enter a short description for this printer.
8. Click the Create button to add the share to the Samba configuration.

You can edit this share and configure security options.

To create a new copy share
1. Click the Create a New Copy button.

The Create Copy page will be displayed.
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Module Index Create CDpy

A copy share will inherit all its default values from the share you choose. If the source share is changed, so will the copy.

Share to copy from: homes ¥ 9

New share name: I-]K e

- Click Create

2. Select the name of the share from the existing shares drop down list.
3. Enter the new name for the share in the text entry box.
4. Click the Create button.

The new copy share will be created.

o Viewing All Connections

You can view all users and their connections through file sharing. To do so, simply click the View All
Connections button.

All the users of the shared files will be displayed.

° Deleting Selected Shares
You can delete a share that is no longer being used.
1. Select the shares that you wish to delete from the list of shares.

2. Click the Delete Selected Shares button.

Select all. | Invert selection. | Create a new file share. | Create a new printer share. | Create a new copy. | View all connections.
Share Name Path Security

] homes All Home Directories Read/write to all known users
|| printers All Printers Printable to all known users
[#! jk (copy of homes) Read/write to all known users

Readiwrite to all known users
Create a new file share reate a new printer share, | Create a new copy. | View all connections.

Click Delete Selected Shares

All the selected shares will be removed.

| mk (copy of jk)

Delete Selected Shares |

o Configuring Unix Networking
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You can configure Unix networking options.
1. To do so, click the Unix Networking icon in the Global Configuration section.

The Unix Networking Options page will be displayed.

Module Index

Unix Networking Options

Unix Networking Options
Idle time before disconnect Never ® 9' Mins

Trusted hosts/users file None ® | © Lo |
Network interfaces ® Automatic Use list... @)
Interface Netmask
| 5 ) |
| |
Keepalive packets ® Dont send any [0_ Secs
Maximum packet size ® Default I_o_ Bytes
Listen on address o Al IP address I_e

Socket options () so keepaLve €, [J so REUSEADDR

() 50_BROADCAST ¥ TCP_NODELAY
[J IPTOS_LOWDELAY ) IPTOS_THROUGHPUT

L SO_SNDBUF I ) SO_RCVBUF I
L SO_SNDLOWAT I ) SO_RCVLOWAT

Save ﬁ Click Save

2. Specify the Idle time before disconnect in the field. The default is Never.
3. Specify the Trusted hosts/users file in the field. The default is None.

4. Specify the Network interfaces with interface and netmask details.

5. Specify the Keep alive packets in the field.

6. Specify the Maximum packet size in the field.

7. Specify the Listen on address in the field.

8. Specify the Socket options details.

9. Click the Save button.
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The changes made to Unix networking options will be updated.

0 Configuring Windows Networking
You can configure Windows networking options.
1. To do so, click the Windows Networking icon in the Global Configuration section.

The Windows Networking Options page will be displayed.

Windows Networking Options

Workgroup Default ® [WORKGROUP @
WINS mode Be WINS server ) Use server | ' Neither
Server description Default ' None ® |Samba Server Version %v

Server name |50'|'|.'NA5

Server aliases |

Default service Nome ¥ |

Always show services [gjgbal |~

homes
printers|

-

Max reported disk size ® \iimited kB

Winpopup command |

Master browser priority |5

Highest protocol Default v |
Master browser? Yes No ® Automatic
Security  Share level ¥ o

Password server |

Remote announce to * Mowhere Fram list...

IP Address As Workgroup (optional)

‘% Click Save |

2. Set the name of the workgroup in the Workgroup field. This setting should be appropriate to your environn
should match your Windows workgroup or domain environment.

3. Select the appropriate security option for your particular environment from the Security drop down list. The
available options include Default, Share Level, User Level, Password Server, Domain and Active Director
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Note: Configuring other settings in the Windows Networking Options dialog is optional.

4. Click the Save button.

Now your environment is ready for CIFS sharing.

o Configuring Authentication
You can configure authentication options.
1. To do so, click the Authentication icon in the Global Configuration section.

The Password Options page will be displayed.

Module Index

Password Options

Use encrypted passwords? * Yag Mo 9

Allow null passwords? Yes ® No e

Password program ® Default O | (4]

Change Unix password as well? ) ves @ po &

Change password chat ® Default ' Listed below: ()
Wait for Send

Username mapping ® None ' Listed below: (7
Unix Users Windows Users

Click Save

2. The Use encrypted passwords field determines if Samba uses its own separate password file or the
standard Unix user database. Because all recent versions of Windows use a password encryption format that
incompatible with the Unix format, this field should generally be set to Yes.

3. To allow logins by users who have no password set, select Yes for the Allow null passwords field.

4. The Password program field sets the program that Samba will use to change a user's Unix password if
synchronization is enabled. If Default is selected /bin/passwd will be used.
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5. To change a user's Unix password when his SMB password is changed over the network, set the Change

Unix password as well field to Yes.
6. Similarly specify password in the Change Password Chat field.

7. To define fake SMB accounts, select Listed below in the Username mapping field. Enter a valid Unix
username, and an SMB login name of your choice.

8. Click the Save button.

You can configure Windows to Unix Printing options.
1. To do so, click the Windows to Unix Printing icon in the Global Configuration section.
The Printing Options page will be displayed.

Module Index

Printing Options

Printing Options

Unix print style Detautt v| @
Show all printers? ® ves No (3]
Printcap file ® Default .0

Printer status cache time & pefat | 6 Secs

% Click Save

- Return to share list

2. Select the type of print system in use on your box from the Unix print style drop down list. The available o

* BSD -The traditional Unix print software, found on FreeBSD? , NetBSD? and older Linux distributions

» SYSV - The print system used on Solaris, UnixWare? and a few other versions of Unix.
* HPUX -The print system shipped with HP/UX.
* AIX -The print software that comes with AIX, IBM's version of Unix.

* CUPS -The superior Common Unix Print System, which is included with many new Linux distribution:
* LPRNG - An improved version of the old BSD print system, used on all Linux systems that do not run

3. Normally, Samba will find all the printers on your system and make them visible to clients when the special

exists. To disable this, change the Show all printers? field to No.

4. When the Printcap file field is set to Default, Samba will get the list of printers available on your system fror

etc/printcap file.
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5. Samba caches the output from whatever command is used to list waiting print jobs (such as Ipq) in order to
frequency with which it is run. By default this cache time is 10 seconds, but you can increase or decrease it us
status cache time field.

6. Click the Save button to activate your new printing settings.

You can configure Winbind options.
1. To do so, click the Winbind Options icon in the Global Configuration section.

The Winbind Options page will be displayed.

Module Index Winbind Options

Winbind Options

Enable Winbind for local accounts? & yeq No
Trust domain server users? Yes ® No
Disallow listing of users? ® Yes No
Disallow listing of groups? ® Yes No
Always use default domain? Yes ® No
Kerberos realm on domain server |SOFTNAS.LDCAL e

Seconds to cache user details for |300

Range of UIDs for Windows users |10000_30000

Range of GIDs for Windows groups |10000_30000| o

LDAP backend for account mapping e peafayit |

7 Click Save

2. Enter the full domain name of your Windows domain; e.g., SOFTNAS.LOCAL, MYDOMAIN.COM, etc. in tf
Domain Server text entry box.

3. Enter the range as 10000-30000 in the Range of UIDs for Windows Users text entry box. Using this num:
Windows user ID's to Linux UID's occurs dynamically.

4. Similary enter the range as 10000-30000 in the Range of UIDs for Windows Groups text entry box for me

5. Click the Save button.

The Managing Samba Users section allows you to create, edit, delete and synchronize Samba users. It
has the following options.
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+ Samba Users — It allows you to define Samba users.

+ Convert Users — It allows you to synchronize the Unix and Samba user list.

» User Synchronization - It allows you to configure Webmin so that changes to the Unix user list will
automatically applies to the Samba user list also.

+ Samba Groups — It allows you to define Samba groups.

* Group Synchronization — It allows you to synchronize all Unix user groups and Samba user groups.
* Bind to Domain —It allows to bind Samba server to Windows domain typically managed by a different
server.

You can restart Samba servers. To do so, simply click the Restart Samba Servers button.

This will force the current configuration to be applied and also all the connections to the server will be
disconnected.

You can stop or shut down the working of Samba servers. To do so, simply click the Stop Samba
Servers button.

This will force the samba servers running on your system to shut down and also all the connections to
the server will be disconnected.

You can restart Samba servers. To do so, simply click the Restart Winbind Servers button.

This will force the current configuration to be applied and also all the connections to the server will be
disconnected.

You can stop or shut down the working of WinBind servers. To do so, simply click the Stop Winbind
Servers button.

This will force the samba servers running on your system to shut down and also all the connections to
the server will be disconnected.
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Managing Security and Access Control

1. On the CIFS Shares panel, click the name of the CIFS share link.

#i| CTFS Shares * || [ Volumes *

Module Config Samba Windows File Sharing
Samba version 3.5.10-125.el6

Select all. | Invert selection. | Create a new file share. | Create a new printer share. | Create a new copy. | View all connections

Share Name Path Security
"1 homes AN Home Directonies Read only to all known users
2] www Ieariwww Read/write to all known users
7] allusers Mhome/shares/allusers Read/write to all known users
"] dedup Inaspool/dedup Read/write o everyone
=1 cifg01 inaspoolcifs_vol01 Read only to all known users
ale ~nverl seleclion. | Creale a new hle share. | Creale a new prinier shara. | Creale a new copy. | view all conneclions
Click Share Name

The Edit File Share dialog will be displayed.

Share Information

Share name @ cifs0l - Home Directories Share

Directory to share jnacpooljcifs_vol01 [D
Available? @ Yes O No

Browseable? ® Yes O No

Share Comment

[ Save | | View Connections | | Palata |
Click Security and

Other Share Options Access Control

& X g
- . [

@ l:- bar htm
?'?r |]'_'|fh:|5.:|._a

Security and Access Control File Permissions File Naming

& Return to share list

2. To configure and manage security and access control, click the Security and Access Control icon.

The Security and Access Control dialog will be displayed. Choose the settings that best match your particular
needs and use case for this share.

The settings shown below allow full read/write access by all users.
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Set:urity and Access Control

Writable? @ Yes © No e

Guest Access? © None!®iYes © Guestonly €
Guest Unix user nobody [j (5]

Limit to possible list? \,-'es @ No

Hosts to allow @ All © Only allow @

Hosts to deny ©® None © Only deny @)
Revalidate users? © Yes @ No 0

Valid users o

Valid groups

Invalid users

Invalid groups

Possible users
Possible groups
Read only users
Read only groups
Read/write users

Read/write groups

4 Retumn to file share | Return to share list

Set the Writable field to Yes so that writing is allowed in the files that are shared.

d0AEaEnaA

Set the Guest Access field to Yes in order to allow the guest users to access the files.

Reference Guide

Set the Guest Unix User to Nobody so that other guest unix users are not allowed to access the file sharing.

Set the Limit to Possible List to No in order to allow unlimited sharing.

Set the Hosts to Allow to Yes in order to allow all hosts access file sharing.

Accordingly, set the Hosts to Deny to None.

10. Click the Save button.

The share security permission settings are now configured.
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Verifying Access to CIFS Share

—

. To verify access to the CIFS share, navigate to Windows system >Windows Explorer.
2. Enter the UNC path of the SoftNAS server (or the DNS hostname if you have assigned one to SoftNAS).
3. Click on the Share icon and verify access permissions are set correctly from the Windows perspective.

4. Create a folder or text file and then right-click on the file/folder to verify that the Security permissions are as
expected.

i3 172.50.1.250 = E3
@9’ [ - Network = 172.50.1.250 = v &) [ search 172.50.1.250 Q
Organize ~  Metwork and Sharing Center  View remote printers = v O &
w Favorites | | Admnstrator ] sllscers
Deeski == Share = Share
B Desktop el -
@ Downloads
=, Recent Places ‘| dfsni } G2
Share = Share
o Libraries
i| Documents ‘| dedup ] homes
. & Share &l share
b=/ Pictures
ricktestl P
B videos ‘I e ] o
- q : q
(M8 Computer
hd Network

The CIFS share that was created is now available and ready for use.

Note: You can also use File Share Defaults to set defaults for all shares so that there is no need to configure
settings for each share.
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Configuring AFP Shares

SoftNAS allows you to create shares via the Apple Filing Protocol(AFP). This will allow Mac users to integrate
our storage quickly and easily. Much like a CIFS share, AFP allows multiple clients to access and update the
same file while preventing conflicts by providing file sharing and file locking.

SoftNAS Cloud® uses Netatalk AFP server for secure, stable, and fast file sharing and print services. Using
Netatalk's AFP 3.3 compliant file-server leads to significantly higher transmission speeds compared with Macs
accessing a server via SaMBa/NFS, while providing clients with the best possible user experience (full support
for Macintosh metadata, flawlessly supporting mixed environments of classic Mac OS and OS X clients).

. AFP Volumes
Start/Stop Netatalk Senices c*--\,_ Module Config Netatalk AFP Server Configurations Help

“Netatalk services are running

Restart Netatalk Services Click this button to restart netatalk services using /etc/init.d/netatalk restart

Create new volume a Stop Netatalk Services Click this button to stop netatalk services using /etc/init.d/netatalk stop
T _Volumes
Existing Volume/ Edit Volume e Create new volume.
—__ Volume name Path Uses preset
« AFPVolumel [AFPPool1/AFPVolume1

Delete selected volumes
Create new volume.
Volume Presets ° Volume Presets
~———_No volume presets defined.

Create new volume preset

Settings for Home Volumes e User Home Volumes

~——_No user home volumes defined.

Create settings for home volumes

Global Configurations and Options

Edit Global Settings/Server Options °— — — -~
;rg L

Server Options Show current users

4 Retun to Webmin Horrs™

View and Manage Current Users o’

IF'.estart Metatalk Sewicesl

|Stop Netatalk Services|

Much like rebooting a server, this can be a quick troubleshooting method to restore connectivity. It can
also be used to stop Netatalk Services while you make changes, allowing it to start afresh with the new
settings.

Create new volume.

Create new volume allows you to open the Create New Volume Settings page. Here you can configure
and create a new volume by filling in the fields with the appropriate data.
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Module Config
Settings
Volume preset
Name
Path

Extended attributes
Read Only
Search DB

Unix Privileges

auto (netatalk default)
no (netatalk default) v
no (netatalk default) v

yes (netatalk default) v

Create new Volume

Reference Guide

Configurations Help

The following is only relevant if Unix Privileges are sef to yes' Enter values in octal format (e.g. 0777)
File permissions
Directory permissions
umask
Time machine support |no (netatalk default) v
Password
Valid usersigroups [Jsers
Groups
Invalid usersigroups [Jsers
Groups
Read only usersigroups |sers
Groups
Read write usersigroups |sers

Groups

[ O o [

Hosts allow

Hosts deny

Save

% Retumn to index page

o Volume name Path Uses preset

«| AFPVolume1 IAFPPool1/AFPVYolume

Clicking the name of an existing volume will allow you to edit its settings via the Edit Volume Settings page. Th
page, save that the existing volume settings are automatically populated.

Create new volume preset.

Clicking Create new volume preset allows you to create 'presets' or templates of AFP volume configurations tr
be autopopulated on any new volume. The following menu will appear.
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ai| AFP Volumes

Module Config Create new VOIUme Pl'eset Configurations H
Settings
Name | |
Extended attributes | auto (netatalk default) v

Read Only | no (netatalk default) v

Search DB | no (netatalk default) v

Unix Privileges |yes (netatalk default) |

The following is only relevant if Unix Privileges are sef to 'yes' Enter values in octal format (e.g. 0777).

File permissions| |

Directory permissions | |

umask| |

Time machine support | no (netatalk default) v

Valid users/groups |Jsers

Groups

Invalid usersigroups |Jsers

Groups

Read only users/groups [Jsers

Groups

Read write users/groups |Jsers

) 5 B BIE]

Groups

Hosts allow | |

Hosts deny | |

Save

4 Return to index page

o Settings for Home Volumes
Create settings for home volumes.

Need more info

o Edit Global Settings/Server Options

Server Options

Here you can configure the global settings used on the host server to present your AFP share. This includes
settings such as configuring alternate ports for AFP (default is 548), authentication methodology, volume prese
for all volumes on this server, and more.
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Madule Config Edlt Globa| Settiﬂgs Configurations Help
Settings
Server name leave empty to use the host name of machine
AFP listen system's first IP address (netatalk default)
AFP port 548 (netatalk default)

User settable password '® disabled "' enabled

Login message

Authentication Standard UAM L Cleartext UAM ) Guest UAM L Kerberos UAM

Additional non-standard UAM modules Standard UAM=uams_dhx so uamsdhx2.so (netatalk
default)

Kerberos Keytab Service name Realm FQDN

Log file |---| leave empty to log through syslog daemon
Log level default:note (netatalk default)
Volume preset for all

no preset v

volumes

Database path |- | Ivar/netatalk/CNID/ (netatalk default)

Save
4 Return to index page

Show current users

By clicking Show Current Users, you can view the users currently logged in and accessing your files,
and how long they have been connected. This means you can improve performance by kicking "zombie'
users, or those suspected of suspicious activity. This can also help in situations where users are
disconnected, and cannot log back on, because their last session did not close.
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You can configure the volume for sharing as NFS Share so that storage is available for use by the applications,
servers and clients on the network.

Selecting All Exports Adding a New Export Enabling an Export

Disabli Export
Inverting Selection 18abling an £xpo p
6 /
@ /

; /
Help.. I\i Search Docs..
Module Config | /i FS Exports
| /
Select all. | Invert selection. | Add a new export /
Directory Exported to..
Exported Files Grid o_ T /test/NewVol .-'f Everyone
Select all. | Invert selection. | Add a new explort /
S
Delsting an Export °_ ___ Delete Selected Exports | | Disable Selected | | Enable Selected
Applying Changes °_ Apply Changes Click this button to apply the current file exports configuration. This will make all the directories listed above available

with the options specified

The Exported Files Grid displays the list of all exports in a tabular grid format. It has the following fields.

Field Description

Directory It is the name of the directory that is shared.

Exported To |It shows the users to whom the directory is exported.

All the exports in the list will be selected.

You can select all exports. To do so, simply click the Select All button.

You can invert the selection of exports. To do so, simply click the Invert Selection button.

The selection of the exported directories in the list will be inverted.

Note: Before you can do NFS Share, you need to create a volume to share.
1. Click the Add a New Export link.

The Create Export section of the panel will be displayed.
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NFS Version 4 ' 3 {or lower) 9
NFSwvd Pseudofilesystem to L‘Export i
export —J
Pexpnrtsfnfs_ul s | IR 9
Directory to export o
Vexports/nfs_01
Active? ® ves O no @)
Export to..
(with or without Authentication) * Everyone sl |
WebNFS clients NIS Netgroup |
® sys
© IPv4 Network [175.6.0.0 Metmask [255.255.0.0
IPV6 Address | i|
krbs
lipkey
spkm-3
Security level * Mone Integrity Privacy (including Integrity)

2. In the Export Details section, specify the NFS version in the NFS Version field.

Note: The example has NFS version 3, but other settings such as NFS version 4 may also work better in som
Choose the most appropriate settings for your particular environment, security and operational needs.

3. In the Directory to Export field, click the [:] button to select the directory that you wish to export.
4. Set the Active field to Yes.

5. In the Export to field, specify the system IPV4 Network and Netmask addresses in the respective text ent

Export security

Read-only? Yes & Mo o Clients must be on secure pori? Yes ® No o
Disable subtree checking? * Yae Mo a Hide the filesystem? * Yes Ma @
Immediately sync all writes? Yes ® No O Default o

Trust remote users Everyone Everyone except root '® Mobody m

Treat untrusted users as @ Default *' |softnas Treat untrusted groups as @ Default '*' [softnas

NFSv2-specific options
Make symbolic links relative ? Yes ® Nog m Deny access to directory? Yes ® po @
Don't trust UIDs @, © tone O | Don't trust GIDs @ © none O

-
Click Create

6. In the Export Security section, specify the Read-only field as No.

7. Set the Disable Subtree Checking field to Yes.

8. Set the Immediately Sync All Writes filed to No.
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Note: For best performance throughput, choose No for Immediately Sync All Writes field. This option allows
the write and return to the caller immediately (up to 10 times better throughput has been observed by not imm:
writes, so No setting makes a big difference in performance sensitive applications).

9. Set the Clients Must be On Secure Port to No.

10. Set the Hide the Filesystem field to Yes.

11. Set the Trust Remote Users field to Nobody.

Note: If you are planning to mount this NFS share from VMware, you must select Nobody as the Trust Rem
VMware hosts do not authenticate by default, so it's also best to restrict the IP address range appropriately.

12. Specify the untrusted users in the Treat Untrusted Users as Default or softnas.
13. Specify the untrusted groups in the Treat Untrusted Groups as Default or softnas.
14. Set the Make Symbolic Links Relative field to No.

15. Set the Deny Access to Directory field to No.

16. Set the Don't Trust UIDs field to None.

17. Set the Don't Trust GIDs field to None.

18. Click the Create button.

The NFS Exports panel will be displayed.

Welcome & storage Pools @ volumes , NFS Exports
Help
Module Config N FS EKpDI’tS

Select all. | Imvert selection. | Add a new export

Directory Exported to..
[ /naspoolinicktest1 Everyone
[T /naspool Everyone

Select all. | Invert selection. | Add a new export
| Delete Selected Exports | | Disable Selected | | Enable Selected |

Apply Changes _- Click Apply Changes to apply the current file exports configuration. This will make all the directories listed above available

19. Click the Apply Changes button.

The NFS export settings will be activated.

You can delete an unused export.
1. To do so, select the export that you wish to delete from the Isit.

2. Click the Delete Selected Exports button in the toolbar.
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The message that you are not exporting directory will be displayed.

Help NFS Exports Search Docs

Module Config

You are not exporting any directories yet.

Add a new export.

Click Apply Changes

Apply Changes = this button to apply the current file exports configuration. This will make all the directories listed above available
with the options spacified

3. Click the Apply Changes button.

The selected export will be removed from the list.

You can disable an export.
1. To do so, select the export that you wish to disable from the Isit.
2. Click the Disable Selected button in the toolbar.

The selected export will be disabled and an inactive status will be shown.

You can enable an export.
1. To do so, select the export that you wish to enable..
2. Click the Enable Selected button in the toolbar.

The selected export will be enabled.

After you make changes to the NFS exports, you can click the Apply Changes button to apply the
changes made to the exports.

Copyright ©2015 SoftNAS, Inc.



& Soft IE:IL%USI; Reference Guide
Configuring iSCSI LUN Targets

Sharing block devices via iISCSI is a common way to make network-attached storage available. An iSCSI LUN
is a logical unit of storage. In SoftNAS, the basic storage LUN is a volume that is accessed as a blockdevice.
The blockdevice volumes have a mount point in the Linux /dev/zvol filesystem because they are disk block

devices.

For example, a storage pool naspool1 with volume name lun01 would be named /dev/zvol/naspool1/lun01 as
its mount point. These device references are links to Linux block devices used to access the volume's raw data
blocks via iSCSI.

iSCSI targets are used by iSCSI initiators to establish a network connection. The target serves up the LUNs,
which are collections of disk blocks accessed via the iSCSI protocol over the network. A target can offer one or
more LUNs to the iSCSI clients, who initiate a connection with the iSCSI server.

For example, VMware or Windows connects to the iSCSI server and retrieves a list of available targets. Then,

for each target, the list of its published LUNs are available for use.

Creating a Target Adding a LUN

), a Deleting a LUN/Target
/’ //’/
h £ o
éiscg LUN Targets [ volumes and LUNs /’
\ _
- =
J£CSI Configuration
~ /
@ Create Target () Add LUN |[Z2 Modify Settings | 3¢ Deféte
LUN Device Path Allowed Initiators Username / Password Write Cache
Target Name Grid

“Target: ign.2015-07.com.softnas:storage.target2

[0}

ae us:

o Alternative Method - Double click to Add LUN

The Target LUN Grid displays the list of targets and LUNSs in a tabular grid format. It has the following

fields.
Field Description
Target Name |It shows the complete path and name of the target.
Delete Link to delete target.
Target

{E} Create Target

Note: You can publish any number of block device volumes via a single iISCSI target. A default iSCSI
target is ready for use. However, if you need another, use the Create A Target link to add new targets as
needed.

To do so, simply click the Create a Target option in the toolbar. The additional target will be created
automatically, without additional steps.
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@ Add LUN
You can create one or more volumes assigned as LUNs (iSCSI logical units) for each target. To do this,
select the target, and click Add LUN, or double-click the desired target.

Either select the volume's block device from the dropdown (which will show available volumes)...

Add a LUN

Valume Blockdevice: Jdev/zvolftestl/LUN_testvolumel
Choosse a valume's block device to associatad with the LUN

[[] Create new device

Cancel Add LUN

...or check the box for Create a New Device, and enter the path, and the desired size to associate with
the LUN.

Add a LUN

Chooss a volume's block device to associated with the LUN
Create new device

E:IE" path to new | jdey/zyol/test1/LUN_testvolumel

Size in MB: 10000|

Click Add LUN to link the block device to the iSCSI Target as a LUN.

You may need to refresh the screen to see the changes.
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®

Instead of selecting the target and clicking Add LUN, you can simply double-click here, as it states.
Follow the steps in #3 to finish adding your LUN

You can now delete LUNs from a target, without deleting the target. An empty target can be deleted
separately.

To delete a LUN, select it from the list.

1. Click the Delete link at the end of the Target Name Grid.
2. The Delete Confirm message box asking you to confirm the deletion of the LUN will be displayed.

3. Click the Yes button.
The selected LUN will be removed.

To delete a target, the same process is followed.
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Configuring iSCSI SAN Initiators

The iSCSI SAN Initiators module helps to configure various initiator components such as Authentication
Options, iSCSI Timeouts, iSCSI Options, iSCSI Interfaces and iSCSI Connections.

Configuring Authentication Options Configuring iSCSI Timeouts Configuring iSCSI Optians Configuring iSCS! Interfaces Configuring iSCSI Connections
(sl ISCSI SAN Initiators |
Help i i
Configuring iSCSI LUN Initiator Module o— —— Madule Config | | ISCSI| Client
& © o
Authentication Options iSCS| Timeouts iSCSI Options iSCSlInterfaces iSCSI Connections
Stant at boot? | © ves & Mo Change this option to control whether the iSCSI client is started at boot time or not. This is required for filesystems mounted from iSCSI servers to be automatically mounted.

o Configuring iSCSI LUN Initiator Module

1. To configure the iISCSI LUN Initiator module, click the Module Config link at the top right corner of the scre

The Configuration for Module iSCSI Client page will be displayed.

Configuration

For module iSCSI Client
Configurahle options for iSCSI Client

Full path to Open-iSCSI client configuration file h;.;,.rm{;gbr.gcmd_cgnf 9

Full path to initiator name file VetcAscsifinitiatomame. iscsi

Full path to interfaces directory Fvarﬂihﬂscsl-ﬁraces o

Bootup script names iscsid iscsi 9
Full path to iscsiadm command Fshinﬁscsisdm e

Full path to iscsi-iname command b‘smnﬂs[;spmamg 0

ﬁ Click Save

# Retum to index

2. Enter the complete directory path for the iSCSI client configuration file in the text entry box.
3. Enter the complete directory path for the initiator name file in the text entry box.

4. Enter the complete directory path for the interfaces directory in the text entry box.

5. Enter the script names of bootup in the Bootup Script Names text entry box.

6. Enter the complete directory path to the iscsiadm command in the text entry box.

7. Enter the complete directory path to the iscsi-iname command in the text entry box.
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8. Click the Save button.

The iSCSI Client module will be configured.

1. To configure authentication options for iISCSI LUN Initiators, click the Authentication Options button.

The Authentication Options page will be displayed.

Module Index Authentication Options

iSCSI client and server authentication

Local system initiator name hign. 199405, com redhat:67 cdd11542a2 ™ Generate a new random name 9

Authentication method [Dont authenticate »| e
Login to server @ None needed © Usemame | and password | o
Login to client ® None needed © Usemame | and password I 6

Discovery authentication method [Bont autherticate =) 0

Discovery login to server & None needed C Usemame | and password [ 0'

Discowvery login to client

@ ﬁ Click Save

& Retumn to module index

* Mone needed T Usemame | and password I e-

2. Enter the initiator name for the local system in the Local system initiator name text entry box or you can als
generate a new random name automatically.

3. Select the type of the authentication used in the Authentication method drop down list. The available option
Authenticate and CHAP.

4. Enter the server login credentials of username and password in the Login to server fields.
5. Enter the client login credentials of username and password in the Login to client fields.

6. Select the type of the discovery authentication used in the Discovery Authentication method drop down list.
options include Don’t Authenticate and CHAP.

7. Enter the discovery server login credentials of username and password in the Discovery Login to server fiel
8. Enter the discovery client login credentials of username and password in the Discovery Login to client field:s
9. Click the Save button.

The iSCSI authentication options will be configured.
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1. To configure iSCSI timeout sessions, click the iSCSI Timeouts button.

The iSCSI Timeouts page will be displayed.

Module Index ISCSI| Timeouts

iSCSI client timeout options

Time to wait before failing SCSI commands  Default © Fail immediately Vit forever @ Wait for Iﬁe' seconds
Time to wait for login C Defaulk © |15— seconds o

Time to wait for logout  Defaull @ F seconds o

Time to wait before pinging C Defaul * r seconds 6

Time to wait for ping before failing " Default r seconds o

Time to wait for abort response before failing © Defaul © 15 seconds o

Time to wait for logical unit response hefore failing ¢ peryy & o seconds 0

Time to wait for target response before failing  Defaul * F seconds e

m Click Save

4 Retum to module index

2. Specify the time required to wait in seconds for failing the SCSI commands. The available options include L
immediately, Wait forever and Wait for seconds.

You can manually enter the value also.

3. Select the default option or enter the manual time required to wait for login.

4. Select the default option or enter the manual time to wait for logout.

5. Select the default option or enter the manual time to wait before pinging.

6. Select the default option or enter the manual time to wait for ping before failing.

7. Select the default option or enter the manual time to wait for abort response before failing.

8. Select the default option or enter the manual time to wait for logical unit response before failing.

9. Select the default option or enter the manual time to wait for target response before failing.

10. Click the Save button.

The iSCSI Timeouts page will be configured.

1. To configure iSCSI Options, click the iISCSI Options button.

The iISCSI Options page will be displayed.
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(=) iSCSI SAN Initiators *

Module Index |SCS| O tions

Other iSCSI options

Connect sessions at boot time? & vas © Mo 9
Number of times to re-try login C Dt © B @
Maximum commands queued per session ¢ & ﬁgﬁ o

Maximum commands queued per device Default & E e'

Click Save

4 Retumn to module index

2. Specify whether the sessions should connect at boot time or not by selecting Yes or No option.
3. Select the default option or enter manually the number of times allowed to try the login attempts.
4. Select the default option or enter manually the maximum commands queued per session.

5. Select the default option or enter manually the maximum commands queued per device.

6. Click the Save button.

The iSCSI Options will be configured.

o Configuring iSCSI Interfaces

1. To configure iSCSI Interfaces sessions, click the iSCSI Interfaces button.

The iSCSI Interfaces page will be displayed.
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fmm) ISCS1 SAN Indtistors *

Madule e iISCSI Interfaces

Imterface name Transport Source imerface Source IF address Used by
T defauit TCR Autornatie Aromatas No conmechons
I izer ISER Automatic Audomatic No conmections

Remove Selocted Intedaces |

Aadd I5CS] interface

Interface name I

Transpart [tce =]
Source IP address & & 0masic ©

MAC address F Autematic © [
Source interface  [Amomatic> x|

Create

48 Retum to module mdex

From here, you can add a new iSCSI Interface or remove an existing interface.

Adding a New iSCSI Interface

Add iSCSI interface

Interface name Il:an1 o
Transport |TCP ﬂ 2
Source IP address & 4 iomatic O I-Q;
MAC address & Astomatic C | (4)

Source interface |:::Autnmaticbj 0

Click Create

1. In the Add iSCSI Interface section, enter the name for the interface in the Interface Name text entry box.
2. Select the type of transport from the Transport drop down list.

3. Select the automatic option or enter manually the Source IP address.

4. Select the automatic option or enter manually the MAC address.

5. Select the source interface from the Source interface drop down list.

6. Click the Create button.

The new iSCSI interface will be added.

Removing an iSCSI Interface
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1. To remove an iSCSI Interface, select it from the list.

2. Click the Remove Selected Interfaces button.

Module Index ISCSI Interfaces

Interface name Transport Source interface Source IP address
T default TCP Autarnatic Automatic
I~ iger ISER Automatic

Remove Selected Interfaces I

Click Remove Selected Interfaces

The Remove iSCSI interfaces page asking you to confirm the deletion of the selected interface will be display

Remove iISCSI Interfaces

Are you sure you want to remove the interface man2?

Remove Interfaces | Click Remove Interfaces

3. Click the Remove Interfaces button.

The selected iSCSI Interface will be removed.

o Configuring iSCSI Connections

1. To configure iISCSI Connections, click the iISCSI Connections button.

The iSCSI Connections page will be displayed.
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|gm) ISCSI SAN Initiators *

Module Index ISCS| Connections

No iSCS| connections are currently active.

Add iSCSI| connection

iSCSI server hostname or IP I e
iSCS| server port & Defauht (3260) € '01
iSCSlinterface [ <Choose automatically> =| o

| Click Connect

4 Retumn to module index

2. Enter the iSCSI server host name or IP in the text entry box.

3. Select the default option or enter manually the iSCSI server port value.
4. Select the type of iISCSI interface from the drop down list.

5. Click the Connect button.

The iSCSI Connection will be established.
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Managing Files

The File System browser is a Java-based applet providing the ability to view and manage the filesystem.

Note: You must have Java installed on the machine where your browser is running for the file system browser to

operate.
Deleting Files
Editing File ACLs a
Editing Files ° Creating/Uploading Files Manipulating Files
° Editing EXT Attributes 9
| e
S, o - \ =1 = 7 | =
|| m ] 2| 0] b | @[ 4 || 0] 1| @] ] ¥ | 4|2 2| 2| T
| e L s e e e e e R e s i | o L S e i
B2 Al Il Hinsor
g:{:e I.f' Name ] Size [ User I Group ] Date |
. ) . HEaboot [+ ..

Navigating Directories & Viewing Files o——ﬁqw 1 .autofsck 0B root root 02/3ul
Heaete L .autorelabel 0B root oot iz
Heaexpore (=] Jde 4 kB root root Der/12
Heahone = bin 4 kB root root 29/0un
HEa 11b = boot 5 kB root root 28/3un
HEa 1ibsa [+ dev 4 kB zoot root 02/0ul
HEB Lostetound =] ete 12 kB zoot root 02/3ul
Heanedia =] EXPOLL 4 kB oot Loot Sep/iz
Heaant a2 hose 4 ¥B oot root 05/Jen
HEanaspooll & 1ib 4 xB oot Loot 20/ApE
HEaopt [+ 11064 12 kB root oot 29/3un
Heaproe & lost+tound 16 kB root root May/12
Hea rancache [+ media 4xB root oot 27/0un
HEa rickpool & mnt 4 kB root oot 27/3un
Haaroot. [+ naspooll 4 kB root root 28/Jun
Hea sbin & opt 4 kB oot root 14/0un
HE e 1 inux =] proc 0B root root 02/3ul
HEg sexvices = remcache 4 %B root root Jul/iz
HEg share = rickpool 4 kB root oot oct/1z
-G 20t tnaspky =Y root 4 kB root root 01/Jul
HEg sof tnaspkg. 1. 1. 11 [+ sbin 1z xB root root 29/0m
HEa sof tnaspky. DEV =Y selinux 4 xB root root May/12

Ak [+ services 4B root oot Jul/z
Hoasys D share 4 xB root root May/12
Hea test & softnaspkg 4 %8 rbraddy rbraddy 02/dul
Hoatestl = softnaspkyg. 1.1.11 4 kB root oot 25/3un
HEg test2 [+ softnaspky.DEV 4B rbraddy rhraddy Sep/12
HEa thickl [+ v 4 kB root root Sep/1l
Hoa tap [+ ays 0B root root 0z/dul
Hepus: =2 rest 4kB EoOE root 14/Jun
Lgavar & testl 4B oot oot 06/Feb

=} rese2 4B root oot 06/Feb
LIN&G thickl 4 kB root root Sep/12
M| I& tap 126 kB oot root 08:39

ohﬂ

= - kde
G bin
g boot
G dev
—aete
i export
G home:
-G 1ib

S 1 ihEa

When you first load the file manager, the right-hand pane will display the contents of the root directory
on your system. To enter another directory, just double-click on it in the list. To go back up a directory,
double-click the .. link at the top the current directory’s listing. You can also view the contents of a
directory by clicking on it in the tree in the left-hand pane. Double-clicking will open the directory in the
tree, causing any subdirectories under it to appear. Double-clicking again will close it. Whenever you
enter a directory using the right-hand pane, it will be opened in the tree on the left as well. Similarly,
when the .. link is double clicked to go back to the parent, the old directory will be closed in the tree.

The contents of any file on your system can be displayed by double-clicking on it in the right-hand pane.

A separate browser window will be opened and the contents of the file will be displayed by your browser.
Any file type that the browser supports, therefore, can be viewed using the file manager.
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The File Manager module offers two methods for creating new files—you can either create a text file
from scratch, or upload data from the host on which your web browser is running. To create a new empty
text file, click on the New document button on the toolbar to the right of the Delete button. This will bring
up a window in which you can enter the full path to the file and its contents. When you are done editing,
click the Save button at the bottom of the file creation window.

To upload a file from the PC on which your browser is running, click the Upload button on the toolbar.
This will open a small browser window with two fields. The File to upload field is for selecting a file on
your PC, while the Upload to directory field is for entering the directory to which the file will be uploaded.
When both fields have been filled in, click the Upload button to have the file sent to your Webmin server.
Once the upload is complete, the directory list will be updated to show the new file.

/]

Lopy

4%

Cuas Fasts

The File Manager module allows you to rename, move, and copy files in the just the same way that any
other file manager would. To select the file that you want to manipulate, just click on it in the right-hand
pane. To select multiple files, hold down the control key while clicking, or hold down the shift key to select
an entire range.

To move files to a different directory, select one or more and click the Cut button on the toolbar.

Then navigate to the destination and click the Paste button. If a file with the same name already exists,
Webmin will prompt you to rename the pasted file to avoid the clash. If you choose not to rename, the file
in the destination directory with the same name will be overwritten.

To copy files, select them in the right-hand pane and click the Copy button. Then go to the directory

to which you want them to be copied, and click Paste. As when moving files, you will be prompted to
rename any that clash with files that already exist in the destination directory.

Multiple copies of a file can be made by pasting in different directories. To create a copy of a file in the
same directory, just select it, click the Copy button and then the Paste button, and enter a new filename..

Java ‘F l-l'h'llm‘ Cdiv |Rafzash] Info

You can edit the file from the File Manager. Each file or directory on a UNIX filesystem is owned by a
single user and group and have a set
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of permissions that determines who can access it. You can edit that also by clicking the Info button on
the toolbar.

Once you have edited the file, click the Save button to retain the changes.

-

ACL

By setting up an ACL for a file, you can grant permissions to additional users or groups in addition to the
normal owner and group.

Open the file and click the ACL button. The ACL for a directory can include several special default
entries that determine the initial ACL of any file created in the directory. Default user, group, and mask
entries can be created, and the default user and group can apply to either a specific user or the owner of
the file.

]

EXT

Several UNIX filesystem types support special attributes on files beyond those that can be set with the
normal chmod and chown commands. You can change the EXT attributes for files if the files contain
those attributes.

Open the file that contains EXT attributes and click the EXT button. You can control and stop access time
updates, processes that modify content and prevent file from modification or deletion. You can also make
the kernel automatically compress the contents of the file.

You can delete one or more files and directories by selecting them and clicking the Delete button on the
toolbar. Before they are actually removed, a confirmation window listing all chosen files will be displayed.
When the Delete button in the window is clicked, all chosen files, directories, and their contents will be
permanently deleted.
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Managing SnapReplicate and SNAP HA
SnapReplicate Overview n N N
— (tm) / SNAP HA
X “ Source Node Current Status Target Node
Refreshing Replication °\ -
Deleting Replication a T~ ,\
Modifying SnapReplicate Settings e\ .| — = . . —-""n Add SNAP HA
! 4 .
Adding Replication a ~— — ~—_ -
~_ 10:29.0.4 s&bw’re&n_g(prirnawy) 13.84.146.102 ) psiets sap Ha
— S "\_\\ S ——= —
Replication Control Par ~ = e —
- d\ S \\\‘ —a —
Activate Replication a ||~ | Action v | () Add Replication [ Modify Settings € Delete Replication &3 Refresh | <k Add SHAP HA
. Acknowledge Command Current State Start End Last Command Last Start Last End Active Fro
Deactivate Replication e TH-. . SnapReplicate SHAPREPLICATE-COMPLETE 2016-09-04 16:01:07  2016-09-04 16:01:09  SnapReplicate 2016-09-04 16:00:14  2016-09-04 16:00:17  Not running 10
U@ Deactivate
Replicate Now °— —
T TTH@ Replicate Now %
| 52 Force Sync
Force Syncing e — D
Takeow
_7,_,-3 aheover of 1 & Displaying 1- 1 of 1
— Giveback
Takeover & Giveback o" j -
Events
Fri Sep 02 2016 13:52:53.332 - INFO > RECVOKAY
Fri Sep 02 2016 13:52:53.332 - INFO ~-> Replication initialization complete.
Fri Sep 02 2016 13:52:53.332 - INFO —> SOURCESUCCESS
IEADY

rsplicats/s

SnapReplicate provides a simple yet powerful means of defining a replication relationship between two SoftNAS
controllers - the source node and the target node.

SnapReplicate can be used for backup purposes, to create a hot-spare for failover and disaster recovery,
and for site-to-site data transfers (e.g., region-to-region data replicas across Amazon EC2 data centers,
VMware failover across data centers, etc.).

In the following example, you can see a source node and a target node. The data is always replicated from

the source to the target. The Current Status shows the replication active symbol (the two computers with
blue arrow), along with the green transfer indicator.

Source MNode Current Status Target Mode

Source Mode (Primary)

The replication relationships works both the ways. The controller can become the primary source node, to
facilitate failover operation. If the source node fails or requires maintenance, then the administrator can log
into SoftNAS StorageCenter on the target node, and issue a Takeover command, which will cause the
target to take over the role of source. Once the source node is repaired and back operational, a Giveback
command can be used to revert the control back to the original source node.
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The first step in preparing a SnapReplicate deployment is to install and configure two SoftNAS controller
nodes. Each node should be configured with a common set of storage pools with the same pool names.

Note: Only storage pools with the same name will participate in SnapReplicate. Pools with distinct names
on each node will not be replicated.

For best results, it is recommended (but not required) that pools on both nodes be configured identically (or
at least with approximately the same amount of available total storage in each pool).

In the following example, we have a storage pool named naspool1 on both the nodes, along with three
volumes: vol01, vol02 and websites. In such cases, the SnapReplicate will automatically discover the
common pool named naspool1 on both nodes, along with the source pool's three volumes, and auto

configure the pool and its volumes for replication. This means you do not have to create duplicate volumes
(vol01, vol02, and websites) on the replication target, as SnapReplicate will perform this action.

Source Mode Current Status Target Node

2N\
am= us @

naspooll naspooll
vol01, vol02, websites vol01, vol02, websites

Other important considerations for the SnapReplicate environment include:

* Network path between the nodes

* NAT and firewall paths between the nodes (you must open port 22 for SSH between the nodes)
* Network bandwidth available and whether to configure throttling to limit replication bandwidth
consumption

Please note that SnapReplicate creates a secure, two-way SSH tunnel between the nodes. Unique
2048-bit RSA public/private keys are generated on each node as part of the initial setup. These keys are
unique to each node and provide secure, authenticated access control between the nodes. Password-
based SSH logins are disabled and not permitted (by default) between two SoftNAS nodes configured with
SnapReplicate. Only PKI certificate-based authentication is allowed, and only from known hosts with pre-
approved source IP addresses; i.e., the two SnapReplicate nodes (and the configured administrator on
Amazon EC2).

After initial setup, SSH is used for command and control. SSH is also used (by default) as a secure data
transport for authenticated, encrypted data transmission between the nodes.

You will need to be prepared with the IP address (or DNS name) of the target controller node, along with the
SoftNAS StorageCenter login credentials for that node.

To establish the secure SnapReplicate relationship between two SoftNAS nodes, simply follow the steps
given below.
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1. Click the Add Replication button in the Replication Control Panel.

The Add Replication wizard will be displayed.

' Add Replication x|

Instructions

I- ¥ 'I _ Please follow the on-screen instructions to add a new replication relationship.
_ n SnapReplicate mirrors volume data from one SoftNAS instance, or node, to
b 19 another. Snapshots from the local source node are transferred to a
corresponding replica volume on the remote target node.

SOURCE NODE

:> TARGET NODE
£\
2 i B

Press the "Next" button to continue...
Click Next

Previous

2. Read the instructions on the screen and then click the Next button.
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Add Replication 1
Remote SoftNAS Node
SnapReplicate creates a connection to a remote target SoftNAS node.
L - Please enter the IP address or DNS host name of the target SoftNAS node.
Hostname or IP address: | 172.16.1.100| ©
Press the "Next" button to continue...
Click Next
Cancel Previous

3. In the next step, enter the IP address or DNS name of the remote, target SoftNAS controller node in the
Hostname or IP Address text entry box.

There are two ways to set up AWS EC2 nodes for high availability. Previously, only Elastic IPs could be used.
Private HA is now supported, using Virtual IPs. A Virtual IP is a HUMAN ALLOCATED IP address outside of
the CIDR (Classless Inter-Domain Routing) range. For example, if you have a VPC CIDR range of 10.0.0.0/16
one can use 20.20.20.20. This will then be added to the VPC Route Table, and will be pointed to the ENI
device (NIC) of one of the SoftNAS HA Nodes. A private high availability setup is recommended, as it allows
you to host your HA setup entirely on an internal network, without a publically accessible IP. In order to access
your high availability EC2 cluster, an outside party would need to access your network directly, via a jumpbox,
or VPN, or other solution. This is inherently more secure than a native Elastic IP configuration.

To connect the nodes, the source node must be able to connect via HTTPS to the target node (similar to how
the browser user logs into StorageCenter using HTTPS). HTTPS is used to create the initial SnapReplicate
configuration. Next, several SSH sessions are established to ensure two-way communications between the
nodes is possible. SSH is the default protocol that is used for SnapReplicate for replication and comand/
control.

Amazon EC2 Node: Whether using a Virtual or Elastic IP setup to create a SnapReplicate relationship
between two EC2 nodes, the source node must be able to connect via HTTPS to the target node

(similar to how the browser user logs into StorageCenter using HTTPS). HTTPS is used to create the

initial SnapReplicate configuration. Next, several SSH sessions are established to ensure two-way
communications between the nodes is possible. SSH is the default protocol that is used for SnapReplicate
for replication and command/control. When connecting two Amazon EC2 nodes, keep in mind that you will
need to use the internal instance IP addresses (not the the human allocated virtual IP outside the CIDR range
mentioned above, or the Elastic IP, which is a public IP). That's because the traffic gets routed internally by
default between instances in EC2 by default. Be sure to put the internal IP addresses of both EC2 instances
in the Security Group to enable both HTTPS and SSH communications between the two nodes.

Copyright ©2015 SoftNAS, Inc.



EESoftNAS Reference Guide

CcLOuUD’

To view the internal IP address of each node, from the EC2 console, select Instances, then select the
instance - the Private IPs entry shows the instance's private IP address used for SnapReplicate.

For example:

Node 1 - Virginia, East (zone 1-a) Private IP: 10.120.1.100 (initial source node)
Node 2: Virginia, East (zone 1-b) Private IP: 10.39.270.23 (initial target node)
Add the following Security Group entries:

SSH 10.120.1.100/32

SSH 10.39.270.23/32

HTTPS 10.120.1.100/32

HTTPS 10.39.270.23/32

VMware: Similarly, it is important to understand your network topology and the IP addresses that will be used
- internal vs. public IP addresses when connecting the nodes.

4. Click the Next button.

In the next step, provide the target node's admin credentials.

Add Replication ®

Target Admin Credentials

The SofthNAS StorageCenter administrator user id and password are required
in order to interconnect the two SoftNAS nodes.

m Please enter and verify the target SoftNAS admin credentials below.

Remote admin user ID: softnas G
Remote admin password: [— e
Verify admin password: RN— e

Enter the target administrator credentials.

Then press the "Next" button to continue... Click Next

Cancel Frevious

5. Enter the administrator's email ID for the target node in the Remote Admin User ID text entry box.

6. Enter the administrator's password for the target node in the Remote Admin Password text entry box.
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7. Re-enter the administrator's password for the target node to confirm the same, in the Verify Admin
Password text entry box.

8. Click the Next button.

The IP address/DNS name and login credentials of the target node will be verified. If there is a problem,
an error message will be displayed. Then you need to click the Previous button to make the necessary
corrections and then click the Next button to continue.

Add Replication *®

Finish Replication Setup
- You are ready to finish adding the new replication relationship.

When you press the 'Finish' button, the system wil automatically generate
private/public keys and securely interconnect the two SoftNAS nodes.

Next, mirroring will be initiated from the source node to the target node - for
storage pools that exist on both source and target systems.

Afterwards, ongoing replication of data changes wil occur on a regular basis
automatically.

You can monitor the progress of the replication setup completion and
ongoing operation in the Replication Control Panel and Replication Log.

Press the "Finish" button to activate replication now...

Click Finish

Cancel Previous

9. In the next step, read the final instructions and then click the Finish button.
The SnapReplicate relationship between the two SoftNAS controller nodes will be established. The

corresponding Synclimage of the SnapReplicate will be displayed.

The Synclmage compares the storage pools on each controller, looking for pools with the same name.
For example, let's say we have a pool named "naspool1" configured on each node. Volume discovery will
automatically add all volumes in "naspool1" from the source node to the replication task list.

For each volume added as a Synclmage task, that volume will be created on the target node (if it exists
already, it will be deleted and re-created from scratch to ensure an exact replica will be created as a result of
Synclmage). The Synclmage then proceeds to create exact replicas of the volumes on the target.

After data from the volumes on the source node is mirrored to the target, once per minute SnapReplicate
transfers keep the target node hot with data block changes from the source volumes.

The tasks and an event log will be displayed in the SnapReplicate Control Panel section.
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This indicates that your SnapReplicate relationship is established and the replication should be taking place.

Modifying SnapReplicate Settings

1. To modify SnapReplicate settings, click on the Modify Settings button.

The Modify Replication Settings dialog will be displayed.
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Modify Replication Settings b4
Logging Level: INFO - Informational, warning and error messages (default) 9 25

Replication Transport

Transport ech (3]

Command:

Transport Flags: o
Cipher Spec: blowfish-cbc,aes128-cbc,3des-cbc, cast128-cbc,aes192-cbc,aes256-cbc 9

"] Compress data stream (consumes additional CPU) G

Bandwidth Throttle (per stream

[¥] Throttle Enabled ﬂ

Bandwidth Limit — o
(per stream): 2 ~  MBytes/sec v
Throttle Flags: 9
Click Save
Cancel

This dialog helps you to control various SnapReplicate settings.

2. Select the level of information to be shown in the Events Log area from the Logging Level drop down list.
The available options include:

* INFO - Informational, Warning and Error Messages (Default)

+ DEBUG - Debug, Informational, Warning and Error Messages (All Messages)
+ WARN - Warning and Error Messages

* ERROR - Error Messages Only

* FATAL - Fatal Messages Only

* OFF - No Messages (Not Recommended)

3. In the Replication Transport section, enter the Linux command line string used to create a transport
tunnel from source to target, in the Transport Command text entry box.

Note: Do not modify this field unless you are sure about this.
4. Enter additional flags and options for the transport command line in the Transport Flags text entry box.

5. Enter the list of ciphers, in the priority order, that will be used by SSH for encryption of command & control
and transport sessions, in the Cipher Spec text entry box.

6. To compress the data stream, check the box in the Compress Data Stream field. This actually consumes
additional CPU.

7. In the Bandwidth Throttle (Per Stream) section, check the box in the Throttle Enabled field to limit the
maximum network bandwidth used for each replicated volume.
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8. Specify the numeric value for the maximum bandwidth amount, per stream / volume and select the units
(e.g., MBytes/sec, Kbits/sec, etc.) in the Bandwidth Limit (per stream) field.

9. Enter the optional flags which can be used to further customize the throttle (advanced - ignore for now), in
the Throttle Flags text entry box.

10. Click the Save button.

The changes made to the SnapReplicate will be updated.

You can refresh the replication and update it with the latest information. To do so, simply click the
Refresh button in the toolbar.

The replication will be reloaded.

1. In order to dissolve a SnapReplicate relationship between the two nodes, click the Delete Replication
button.

The message box asking you to confirm the dissolving of the replication relationship between the two nodes

will be displayed.

Delete Replication? x

1 Deleting replication will disolve the replication relationship between source and target node (no
. data will be deleted).

Are you sure you want to proceed?

Click Yes ; Yes Mo Cancel

2. Click the Yes button.

The replication relationship between the source and the target nodes will be dissolved.

Note: No data is deleted. All volumes on both source and target nodes remain intact. Snapshots associated
with SnapReplicate on the affected volumes are purged; otherwise, no changes to pools or volumes occurs

when the replication relationship is deleted. The SSH relationship between the nodes is also dissolved, along
with the PKI public/private keys and SSH login rights.

You can activate a replication.
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1. Select the replication that you want to make active.

2. To do so, click the Activate option from the Actions drop down list.

The Confirm Action message box asking you to confirm the activation of replication will be displayed.

Confirm Action X

‘? Are you sure you want to Activate replication?
2

Click Yes Yes No Cancel

3. Click the Yes button.

The replication will become active.

@ Deactivate

You can deactivate a replication.
1. Select the replication that you want to deactivate.
2. To do so, click the Deactivate option from the Actions drop down list.

The Confirm Action message box asking you to confirm the deactivation of replication will be displayed.

Confirm Action b4

\‘:/' Are you sure you want to Deactivate replication?
-

Click Yes Yes No Cancel

3. Click the Yes button.

The replication will be deactivated.

The SnapReplicate attempts to automatically discover the proper return path from the target node to the source.
It does this on the target by analyzing the IP address of the SoftNAS StorageCenter webserver involved in
establishing the relationship phase.

Consider the following scenarios.

Scenario 1 - Same data center deployment
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When deployed in the same data center, the IP addresses will likely be locally routable, with no firewall between
the controllers.

Scenario 2 - Different data center deployment
When the source and target are deployed in different data centers, each node will exist on different networks

separated by several layers of firewalls. To determine its return path (from target-to-source), the automated
setup process will use the source data center's public IP address. For example:

source node ------ Data Center 1 ------ Firewall 1------ Internet/cloud  ------
Firewall 2------ Data Center 2 ------ target node
172.16.1.100 ==> 172.16.1.0/24 ==> NAT ==> 54,188.13.227 ==> 215.100.1.7 NAT

==> 172.16.30.0/24 ==> 172.16.30.225

The above path shows a network topology involving two data centers, connected via two firewalls using

NAT. In this example, the source's IP address will appear to be 54.188.13.227, the public IP of Firewall 1.
SnapReplicate on the target node will use the public IP address 54.188.13.227 to communicate from target-to-
source (during a takeover, where the target takes over as source during a failover event). It is important that
Firewall 1 be configured to allow SSH (port 22) inbound traffic from data center 2 public IP 215.100.1.7, and NAT
route that traffic to the source node at 172.16.1.100, as shown below:

172.16.1.100 <= = 172.16.1.0/24 <= = NAT <= = 54.188.13.227 <= =
215.100.1.7 NAT <= = 172.16.30.0/24 <= = 172.16.30.225

VPN tunnels may be used to provide added security with IPSec encapsulation of the SSH traffic (vs. opening
port 22 directly on the Internet), and are highly-recommended when connecting SoftNAS nodes across data
centers involving the public Internet. While the SSH transports use the strongest commercially-available PKI
authentication and encryption, use of IPSec provides another layer of security and authentication that is likely
required from a security policy standpoint in many environments.

SnapReplicate is intended for deployment using typical WAN links. For best results with WAN deployment, it
is recommended to configure a bandwidth throttle which limits the amount of network bandwidth each stream is
allowed to consume. Bandwidth is throttled on the outbound side; i.e., from source to target.

A unique stream (e.g., SSH session) is created for each Synclmage and SnapReplicate task. Each time a
volume is replicated by one of these tasks, the bandwidth throttle will limit the amount of bandwidth allowed per
stream.

For example, if you have 10 volumes and wish to limit the maximum WAN bandwidth consumption to 2 Mb/
sec, then set a conservative per stream bandwidth to 200 Kb per stream (2 Mb / 10). If instead you know your
data changes from the busiest volume no more than 2 Mb/sec worth of data changes each minute, then you
can choose a more aggressive throttle setting of 2 Mb/sec for maximum burst throughput (in this case, if all

10 streams were to simultaneously experience significant change, a brief burst of up to 20 Mb/sec would be
theoretically possible).
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You may also wish to employ other methods of WAN bandwidth management; e.g., at the router or other network
level.

The Synclmage creates an exact replica of each configured source volume on the target. It first deletes the
volume (if it exists) on the target, so be certain to choose the initial source and target nodes correctly.

The SnapReplicate keeps each target volume up to date with the latest data changes applied to the source
volume. SnapReplicate runs once per minute as a cron job.

During each replication cycle (once per minute or anytime an ad-hoc Replicate Now cycle occurs), certain
configuration information is also transferred from source to target, to facilitate a complete failover. Information
transferred includes NFS exports and CIFS (Samba) configuration files.

Takeover and giveback commands only affect which node is source and which is target, and the direction
replication data flows between the nodes. It does not alter either node's IP address, DNS name or network
identity in any way.

It is recommended to use DNS names as a means of redirecting incoming NFS, CIFS and iSCSI requests from
one node to the other (which is a manual process that should be planned for and handled accordingly during a
failover event).

It is certainly possible to integrate third-party failover systems using SnapReplicate scripting (see the SoftNAS
User Reference Guide for information on SnapReplicate command line usage), which is beyond the scope of this
installation document.

An automatic failover module is on the SoftNAS roadmap in 2013, which will automate the entire failover process.

il Replicate Now

Unlike Force Sync, which forces all pools to replicate across to the target node, Replicate Now will trigger
a replication cycle to update recent changes.

You can force a sync that will retransmit all storage pools to the target node.
1. To do so, click the Force Sync option from the Actions drop down list.

The Confirm Action message box asking you to confirm the force syncing of the replication will be displayed.
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Confirm Action b4

'?/ Are you sure you wantto Force a full re-sync, which will retransmit all storage pools to the target
< node?

Click Yes Yes Mo Cancel

3. Click the Yes button.

All the storage pools are retransmitted to the target node.

A takeover command can be issued from the SnapReplicate control panel on the target node. For clarity, we
will use node 1 to indicate the original source node and node 2 to indicate the original target node (before a
takeover occured).

1. To do so, click the Takeover option from the Actions drop down list.

The Confirm Action message box asking you to confirm the take over control as the primary storage
controller will be displayed.

Confirm Action b4
‘?/ Are you sure you want to Take over control as the primary storage controller?
.‘_‘_l-

Click Yes Yes Mo Cancel

3. Click the Yes button.
When a takeover is issued from at the target node, the following occurs:
+ The target node 2 configures itself as the new source node, assuming all duties of the source.

» The target applies the saved configuration changes (NFS exports, CIFS and iSCSI configs, etc.)
and then restarts the affected services (NFS, Samba, iSCSI) with the proper configuration. This
enables the target to begin serving storage requests as if it was the former source controller.

+ The new source node 2 will reset its replicate state back to a start state, which means when the
target node 1 (the former source node) comes back online, replication will start over with a fresh
Synclmage, followed by incremental SnapReplicate cycles once per minute, from node 2 to node
1. This will automatically re-synchronize the two nodes. If you want to manually control when re-
synchronization from node 2 to node 1 occurs, then place node 2 into a deactivated state using the
Deactivate command immediately following a successful takeover.
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+ A takeover timestamp was stored on the target node 2 at the time the takeover was initiated. This
timestamp is used to inform the old source node 1 (which may have failed) of the takeover event.
When the failed source node 1 is reactivated, it will see the takeover timestamp of node 2, which took
control, and node 1 will assume the role of target appropriately.

Once the node 1 is repaired and back online, to fail back to the original node 1, use the Giveback command
from node 2.

4. To do so, click the Giveback option from the Actions drop down list.
The Confirm Action message box asking you to confirm the transfer control as the primary storage controller

to the other node will be displayed.

Confirm Action ¥

?/ Are you sure you want to Transfer control as primary storage controller to the other node?

Click Yes Yes Mo Cancel

3. Click the Yes button.

Alternatively, you can issue a Takeover command from node 1, which will cause node 1 to assume its original
duties as the primary source node.

dh Add SNAP HA

Once a SnapReplicate pairing is established, SNAP HA can be implemented. SnapReplicate established
easy manual failover, including forced synchronization and manual takeovers and givebacks. SNAP HA
establishes a heartbeat which will trigger automated failover,ensuring that your dataset is protected.

Clicking Add SNAP HA will trigger the following wizard. Click Next.
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Add High Availability

Instructions

(’ ﬂ Please follow the on-screen instructions to add the SNAP HA module and
@ configure it for operation.

SMAP HA monitors the source (Primar\«? node for proper operation, and upon

detecting a failure or fault, automatically fails NAS clients over to the target
(Secondary) node.

SOURCE NODE TARGET NODE

Press the "Next" button to continue...

Cancel

Neaxt

Provide a Virtual IP. This is a human-configured (chosen by you) IP address. It must be outside the CIDR
block of the two SoftNAS instance IP addresses.

Add High Availability [%]

. ar 3 Virtual IP
A _"

e The Virtual IP provides routing of MAS client traffic (e.g., NFS, CIFS, iSCSI) to
an available NAS controller.

. AWS/EC2 uses an Elastic IP or Virtual IP. VMware and other platforms use a
-,‘.Mw VM Virtual IP.

Please enter the Virtual IP below.

Virtual IP: 25.25.25.25]

Then press the "Next" button to continue...

Cancel

Previous MNext

Click Finish. Your Snap HA pairing will be complete.
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Add High Availability -

Finish HA Setup

You are ready to finish SNAP HA setup and configuration.

When you press the 'Finish' button, the system will automatically download
and install the HA add-on module software, configure it and place both nodes
into HA mode. LoadBalancer Instance will be automatically created.

You can monitor the progress of HA setup completion and ongoing
operation in the Replication Contral Panel and Replication Log.

The process may take up to 30 minutes. If timeout occurs, you can login
again and resume the monitoring of the installation.

Press the "Finish" button to activate SNAP HA now...

Previous Finish

To remove the SNAP HA relationship, click here, and accept the prompts.
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Working with Settings

The Settings section allows you to configure core modules.

Schedules o'
Administrator e—_

Schedules o'

3 f,’- Settings
B Administrator
_—:»@ Schedules
ay Change Password
3 & Identity and Access Control ~
-, idmapd daemon
(=] LDAP Server
E] LDAP Client
@ Kerberos
. Firewall
o Licensing /
@ Network Settings
2 General System Settings
-@- System Services—
@ System Time
~_ “ Software Updates ——
k 55U5er Accounts
@) Documentation
ﬂ Logout ——no

Licensing

General System Settings o
-HH\-;_

HH
System Time o\

User Accounts @\
"'\-\.\_\_\_
Documentation 0\____

Reference Guide

o Schedules

= £} Settings

SoftNAS includes a task scheduler, used to execute various tasks on a periodic basis; e.g., scheduled

snhapshots, scheduled replication, etc.
For more information, refer to the following link.

Managing Schedules

Administrator
@ Administrator

The administrator settings enable the SoftNAS administrator to make settings for standard server and

network administration.

Copyright ©2015 SoftNAS, Inc.



&ESoftNAS Reference Guide

CLOUD’
For more information

Administrator

@ Schedules

SoftNAS includes a task scheduler, used to execute various tasks on a periodic basis; e.g., scheduled
shapshots, scheduled replication, etc.

For more information

Managing Schedules

L&y Change Password

You can configure and manage all users's passwords from Passwords panel.
For more information, refer to the following link.

Managing Passwords

T Identity and Access Control

You can use identity and Access Control to configure the following:

* idmapd daemon

* LDAP Server

* LDAP client

* Kerberos

idmapd daemon:

Configuration file for libnfsidmap. Used by idmapd and svcgssd to map NFSv4 name to and from ids.

For more information

idmapd configuration

LDAP Server:
LDAP Server enables you to configure the fields of the LDAP configuration.

SoftNAS provides support for NFSv4 Kerberos and LDAP Support, which enables multi-user security
access rights to files and directories managed by the SoftNAS filer.
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For more information
LDAP Server
LDAP client:

For more information
LDAP Client
Kerberos:

The Kerberos helps in communicating over a non-secure network to prove identity to one another in a
secure manner. You can configure Kerberos from SoftNAS.

For more information, refer to the following link.

Configuring Kerberos

ﬁ Firewall
The Firewall in SoftNAS helps you to control the incoming and outgoing network traffic in VPN.

For more information, refer to the following link.

Managing Firewall

ﬁ Licensing

You can enter license key and activate your copy of SoftNAS.
For more information, refer to the following link.

Activating License

&4 Network Settings

You can administer network interfaces, routing and gateways, hostname, DNS and other network-related
configuration.

For more information, refer to the following link.
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Configuring Network Settings

i General System Setting
The System Settings in SoftNAS allows configuring general system settings through the standard
Webmin control panel. SoftNAS uses Webmin to provide robust Linux administration functionality. It
provides a rich, extensive set of Linux administration tools for advanced users.
.For more information, refer to the following link.

Configuring General System Settings

-@- System Services

The System Services allows you to manage all bootup and shutdown processes and services. You can
also create a new upstart service.

For more information, refer to the following link.

Managing System Services

@ System Time

The System Time module allows you to configure system time and hardware clock. You can also
change time zone and synchronize the system time with a remote server.

For more information, refer to the following link.

Configuring System Time

@ Software Updates

After installing SoftNAS, it is recommended to perform a software update to ensure that you are running
the latest version.

For more information, refer to the following link.

Updating Software
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&; User Accounts

The User Accounts section of SoftNAS allows you to add, edit, remove and manage user groups and
users.

For more information, refer to the following link.

Managing User Accounts

[_ Documentation

Access SoftNAS documentation.

@ w Log out

Log out of SoftNAS.

Copyright ©2015 SoftNAS, Inc.



SoftNAS i
- CLOUD" Reference Guide

Administrator
The Administrator Panel provides standard server and network administration options. These provided settings
allow the SoftNAS administrator to monitor the instance, review logs, perform key management tasks, and
configure backup services.

The following server and network administration settings are available:
Mail server

Monitoring

Support Tab

Logging

Authentication

Key Management System (KMS)

The Support Tab generates a help ticket in SoftNAS support. Providing your email and clicking "Send" will create
a support ticket, and automatically attach logs from your instance to help our support staff troubleshoot your
issue.

f Administrator

General Settings Monitoring Support Logs Authentication KMS

Support

Your email:
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General Settings

SMTP Settings

Authentication

Session Timeout

Proxy Settings o\

Other Settings o\

SMTP Settings

General Settings

Monitoring

SMTP Settings
SMTP Mailserver:
SMTP Part:

Authentication: ]
Authentific ation

Session timeout

<2

Timeout (mins): 15

— Proxy settings

Lisz proxy: O

Other settings

Getting Startad: ) Show

Welcome panel on start: ) Show

Support Logs

@ Hide

@ Hide

= |

=

Reference Guide

Save settings

The SMTP settings enable the Administrator to specify the organization's corporate mail server.
SoftNAS will then use this mail server when sending email notifications to stakeholders.

Parameter

Description
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SMTP Mailserver |Enter the FQDN of the corporate mail server.

SMTP Port Enter the port which SoftNAS will use to contact the mail server.

Possible values:
« 25

« 587

* 465

Authentific ation

Authentication can be enabled to create a secure connection between SoftNAS and the mail server. If
authentication credentials are required they can be entered here.

Parameter Description

SMTP Username Username used to authenticate with the mail server.

SMTP Password Password used to authenticate with the mail server.

Session timeout

Setting which controls how long an inactive session SoftNAS browser session will remain up before the
server terminates the connection. Default setting is 15 minutes.

Proxy settings
¥ 9

Allows you to connect to SoftNAS instances using a proxy server intermediary.

Parameter Description
Use proxy Enable/disable connection to SoftNAS via proxy server.
Address IP Address of the proxy server.
Port Port to connect to the proxy server.
Username Username to connect to the proxy server.
Password Password to connect to the proxy server.

Other settings

The following other settings can be configured
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Parameter Description

Getting Enables/disables the Getting Started panel from launching when logging
Started into SoftNAS.

Welcome Enables/disables Welcome panel when logging into SoftNAS.
panel on start
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Monitoring

Basic Monitoring Settings

o Senices Monitoring

General Settings Monitoring Support Logs //
.//’/
Basic Mont Settings Services Monitoring /,-"
Poling Interval (secs): | 30 i Apache: @ Yes © No
S5H: @ Yes ) Mo
I Motifications Settings Sendmail: @ Yes ) Mo
A
/// Notification Email: admin@example.com Winbind: @ Yes ©) No
Notification Settings °/ Use SMTP: 0 NFS: @ Yes O No _° SoftNAS Monitoring

SNTP Settings

// SMB: ® Yes O No
SoftNAS Monttoring ———

/

/ Monitor SNSERV: @ Yes ) Mo

o

SMTP Settings
Excluded Terms:

—Monktoring System Resources (Thrasholds)

A % CPU User: 60

~
=

: ~ Monitor SNAP.: @ Yes O Mo
Manitoring System Resources °/ % CPU System: 30 ==
% Memory: a0 c
%% Disk space: 80 c

~ Excluded Terms:

% CPU Wait: 10 =

Save settings

Basic Monit Settings

SoftNAS performs monitoring of system resources, services and SoftNAS logging by polling the system
based on the Polling Interval (secs). The default setting is 30 seconds.

Motifications Settings

The Notification settings are used to specify the administrator email address that will be sent monitoring
alerts. You can also send monitoring alerts to the corporate SMTP server.

o SMTP Settings

If "Use SMTP" is enabled the following fields are available for the SMTP server configuration:

Field Description
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SMTP FQDN of the mail server.
Mailserver
SMTP Port SMTP Port that will be used to send email notifications (25, 587, 465)
SMTP Username required for SMTP server authentication
Username
SMTP Password required for SMTP server authentication.
Password
SMTP Encryption setting for the SMTP server connection. The following settings
Encryption are possible:
* SSLV2
*+ SSLV3
* TLSV1

These thresholds control the percentage usage levels above which monitoring notifications will be

° Monitoring System Resources (Thresholds)

issued. The following independant thresholds can be sent:

Parameter Description
% CPU Threshold setting above which a monitoring notification will be issued for the
system resource.
%CPU System|Ibid.
% Memory Ibid.
% Disk space |lbid.
% CPU Wait |lbid.

Services Monitoring

You can setup SoftNAS to monitor the core system services and issue monitoring notifications

accordingly. Th

e following services can be monitored by SoftNAS:

Parameter Description
Apache Apache web server service running on SoftNAS
SSH secure shell service running on SoftNAS, enabling secure data
communication.
Sendmail Sendmail email routing facility running on SoftNAS.
Winbind samba service running on SoftNAS which enables connections to domain
controllers.
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NFS Distributed file system protocol running on SoftNAS.

SMG Server Message Block service.

o SoftNAS Menitoring

SoftNAS Monitoring can be used to monitor a variety of logs. By default, when enabled an email
notification is sent any time the word “ERROR” appears in the log.

Parameter Definition
Monitor (Yes/No)
SNSERV: Allows for enabling or disabling monitoring of the StorageCenter server log

located in /var/www/softnas/logs/snserv.log. By default, when enabled an
email notification is sent any time the word “ERROR?” appears in the log

Excluded Allows for suppression of emails for errors in the StorageCenter server log
Terms that include the keywords entered. Valid entries are in regular expression
form. For example, to suppress email notifications for any error including the
word “foo” or “bar” enter "foo|bar"

Monitor SNAP |(Yes/No)

Allows for enabling or disabling monitoring of the snapreplicate log located in /
var/wwwi/softnas/logs/snapreplicate.log. By default, when enabled an email
notification is sent any time the word “ERROR” appears in the log.

Excluded Allows for suppression of emails for errors in the snapreplicate log that include
Terms the keywords entered. Valid entries are in regular expression form. For
example, to suppress email notifications for any error including the word “foo”
or “bar” enter "foo|bar"
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Support Tab

Support Report Email Submission o\

< Welcome M Administrator

General Settings Monitoring Support Logs Authentication
™
\\_ Support
Your email:

i Send

Your email: |

By providing your email address in the space above, a copy of the support report received by SoftNAS
support will also be sent to you, to allow you to participate in the support process, and have on hand a
frame of reference for a given solution or explanation.

il Send

Click send to send your support logs to SoftNAS support.

Note: You can also generate a support report via command line, either through SoftNAS' Command
Shell (accessed via General System Settings, and the Webmin Panel, and expanding Others) or by
connecting to your instance via SSH, and running the following command:

su -1 root -c "curl https://www.softnas.com/getsupport/ | php --
ticket-3606@softnas.com”
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Logs

Log-level Settings

< Welcome == Getting Started B Administrator

Gengral Settings Monitoring Support Logs

Menu Softnas Log-level Settings

N
T i Sofinas Loglevel
Log Application Settings
Storage Center: | INFO - Informational, warning and error messages (default) b
Log Application Content _
Snapreplicate: INFO - Informational, warning and error messages (default) b

e Save settings

Log Level Settings enable you to set the logging verbosity for the SoftNAS StorageCenter software and
its modules (eg. SnapReplicate). You can configure separate logging verbosity evels for each module
that is available from this page.

The following settings are possible:

DEBUG - Debug, informational, warning and error messages (all messages)

INFO - Informational, warning and error messages (default)

WARN - Warning and error messages

ERROR - Error messages only

FATAL - Fatal messages only

OFF - No messages (not recommended)

Log level settings can be set for the following:

Parameter Description

StorageCenter |Setting which determines logging verbosity for the indicated service/
module.

SnapReplicate |Ibid.
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Select Dual Authentication

Authentication

Reference Guide

ESoftNAS ® STORAGECENTER®

¥1 Bt Zalling WAS In 2 Ooud

Copyright © 2012-2015 SoftNAS, LLC. All Rights Reserved.

Storage Administration

|| G B
M Dashboard
= =] Storage

m Wolumes and LUNs

3,-. Storage Pools

23 CIFS Shares

-, NF5 Exports

23 AFP Volumes

[=) Disk Devices

(=) iSCSI LUN Targets

[=)iSCSI SAN Initiators

%) SnapReglicate™ | SNAP HA
= &5 Settings

¥ pdministrator
@ Schedules

s, Change Passwaord

5} Tdentity and Access Cantrol

. Firewall

ﬁ Licensing

fid Network Settings

M General System Settings
-@- System Services

@ System Time

@ Software Updates

(55 User Accounts

=2 Documentation
ﬂ Log out

9¥ Welcome

Q Administrator

General Settings | Monitoring

Use dual authentication: Do not use
Do not use
Google

Current status: Facebook

Select authentication type from combo box

SoffNAS Cloud®, version 3.4.0
host ip-10-0-0-28.2c2.internal

EBS Backup and Restore

,lJ, Save settings

Authentication

Do not use
Do not use
Google
Facebook

SoftNAS supports authentication via Google or Facebook, in order to provide the improved security of
dual authentication. By requiring both SoftNAS credentials and your selected social media account
credentials to authenticate, your login security is improved, while simultaneously making repeated sign-
ins simpler. Your Google or Facebook credentials allow you to login to a saved session and by-pass the
login screen through cached credentials.
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Key Management System (KMS)
AWS Credentials
M Administrator
General Settings Monitorin Support Logs Authentication KI"ISE
N
. AWS Key Management Serivce \\
Generate New AWS Encryption Key R Y
AWS Access Key:

\A‘.“.'S Secret Key:

Generate New AWS Encryption Key

) ) Encryption Key:
Encryption Key Details e______

" Encryption Key Details:
{"success™:true,"msg™:"", "records™:{ "details":false}, "total":1}

o AWS Key Management Serivce

AWS Access Key:
AWS Secret Key:

Provide your AWS credentials here. In order to enable encryption for an AWS instance, your credentials
must be verified.

Generate New AWS Encryption Key
Encryption Key:

Users can generate a new random encryption key by pressing the button above.The key will display in
the box below. Alternatively, users can enter their own personal encryption key in the field provided. If
creating your own encryption key, keep it secure by ensuring adequate length and complexity.

3
. Encryption Key Details:

{"success":trus,"msa """, "records”{ "details" fals=}, "total "1}

Encryption Key Details allows you to review the details of your attempt to set up AWS encryption,
providing a summary of the attempt and listing any errors that occurred in your process, if applicable.
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Configuring Consistent Backup and Restore

In Amazon Web Services, it is possible to set up Consistent Backup and Restore. To do so, perform the following
steps:

1. In order to configure consistent backup and restore within SoftNAS StorageCenter, navigate down to Settings
in the left Storage Administrator pane, and select Administrator.

Storage Administration 4
=g —
I/ Dashboard
3 =3 Storage
% volumes and LUNs
& storage Pools
32 CIFS Shares
, NFS Exports
(=) Disk Devices
(=) i5CSI LUN Targets
{&=) iSCSI SAN Tnitiators
2+ SnapReplicata™ [ SNAP HA
= 55 Settings
@ Schedules
sy Change Password

"

H :'da Identity and Access Control

‘ Firewall
ﬁ Licensing
&4 Network Settings
i General System Settings
% System Services
@ System Time
@ software Updates
(5.'; User Accounts

= Z] Documentation

el Log out

2. The Administrator panel will open. Within the panel, select the Backup/Restore tab.

DN Adrministrator
e | (D |

SNITP Saiiings

SMTP Mailserver:
SMTP Port:

Authergication:

Authentfcation

Seasan LSO

Timeout (mins): 15 -

3. In the Backup/Restore Tab, select Create.
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M Kodminiatrator
General Seit ngs Maonitoring Backup/ Restore Support Logs

Backup Settings

._.ir-d‘.‘ﬂ' Jjﬂ.["li"ﬁh

[Pool M

4. A dialog box will appear center screen, requesting verification via your AWS credentials. Enter your
credentials. Click Create when done.

Create New Backup
ANE seys

AWS Acceas Key: AKJKﬁlBﬁIAPTMAHBBH? 12

o o= )

5. A progress bar will appear, notifying you when this step is complete. The backup will be created, defaulting to a

AWS Secret Key

name of "DemoPool".

D Administrabor
General Settings  Monitering  Bockup/Restore = Support | Logs

Backup Settings

ad Create  , Restore (O Aofresh
= Date

Poal lKame
2015-03-08 14:27:01

(s

6. Next, open the AWS console, and go to Snapshots under Elastic Blockstore in the left Administration

pane.
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b o
i

Evants

Tags Owned By Me v () search:DemoPool |

Reports

Limits - Size ~ Description -
= INSTANGES 50 GiB DemoPocl_xvdb 20150300 _142...

Instances 125 Gig DemoPool_xvdg_20150225_132...

Spot Requests 125 Gi8 DemoPool_xvig 20150226 132

Heserved Instances

125 GiB DemoPool_xvwdg_20150225_132...

=/ IMAGEE 125 GiB DemoPool_xvdg_20150225_131...

AMIs

Bundie Tasks

Volumes

7. Confirm that your snapshot has been (or is being) created within the AWS Console.

greg @ softnasdev ~  N. Virginia ~ Support
— - .
Events < %
Tags Owned ByMe v () search : DemnoPool ) { X @ 1toSof5
Reports
Limits - Size = Description ~ Status * Started = Progress
<) INSTANCE C 50 GiB DemoPool_evdb_20150300_142... . panding March 9, 2015 1:27:05 PM U... g:m)
Instances 125 GiB DemoPool_xvag_20150226_132... @ completed February 25, 2015 12:23:30 available (100%)
Spot Requests 125 Gi# DemoPocl_xvdg_20150226_132... @ compieted February 26, 2016 12:21:50 available (100%)
Resarved Instances
125 GiB DemoPocl_xwdg 20150225 132... & completed February 25, 2015 12:21:07 avallable (100%)
=/ IMAG 125 GiB DemoPool_xvdg_20150225_131... @ completed February 25, 2015 12:19:35 available (100%)
AMIs
Bundle Tasks
| ELASTIC BLOCK STORE
Volumes
| Snapshots

8. Once complete, you have set up Consistent Backup and Restore for AWS.

Copyright ©2015 SoftNAS, Inc.



850ft NAS Reference Guide

CcLOuUD’

Create Snapshot Actions v

ﬂnﬂﬁﬁv-q search : DemoPool  Add fiter @ K <
Name * Snapshot ID ~ Size ~ Description ~ Status -
DemoPocl_xvdb_201503...  snap-1aBeb38c 50 G8 DemoPool_xvdb_20160309_142... @ completed
DemoPocl_xveg_201502...  snap-53/9f2¢2 125 GiB DemoPool_xwdg_20150225_132... @ completed
DemoPocl_xvdg_201502... snap-feeleaef 125 GiB DemoPool_xwdg_20150225_132... @ completed
DemoPocl_xvdg_201502...  snap-asecaT2f 125 Gi8 DemoPoal_ 20160225_132... @ ocompleted
DemoPocl_xvdg_201502... snap-d8d5de59 125 GiB DemoPool_xwdg 20150225 131... @ completed
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Managing Schedules

SoftNAS includes a task scheduler, used to execute various tasks on a periodic basis; e.g., scheduled
snapshots, scheduled replication, etc.

A schedule is a definition of when and how often tasks should run. A task, such as a scheduled volume
shapshot, is assigned a schedule on which the task will run. For example, a volume can be assigned to have
snapshots taken on the Business schedule (e.g., Mon-Fri at certain hours during the business day, but not on
weekends).

1. Navigate to Settings > Schedules.

The Schedules panel will be displayed.

Editing a Schedule

e Deleting a Schedule

Schedules |
Adding a New Schedule 07 () New Schedule [2 EallSchecluIe K Delete Lchedme
Schedule Name Hourly Schedule Daily Schedule Weekly Schedule
Default 69 12 15 18 Mon, Tue, Wed, Thu, Fri Sun
2457 024681012 14 16 18 20 22 Men, Tue, Wed, Thu, Fri, Sat, Sun  Sun
Column Name Description
Schedule Name Name of the schedule
Hourly Schedule Shows which hours of the day the schedule is configured to
execute.
Daily Schedule Shows the days of the week the daily schedule runs.
Weekly Schedule Shows the day of the week for the weekly tasks.

You can configure scheduled tasks to take place on an hourly, daily and/or weekly basis.
Adding a new schedule is very easy. Simply follow the steps given below.
1. On the Schedules panel, click the New Schedule button.

The New Schedule dialog will be displayed.
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New Schedule b4

Schedule Name

Schedule Mame: Conference o

Choose hours for Hourly Schedule to run e

£ VI
@ a A o O
12 12
11 1 - 11 1 -
Y10 2 10 2
v 9 AM 3E 9 PM 3V
. 8 4 & A 8 4 @
76 5 76 5
] a [l F £
Select All Deselect All

Choose days for Daily Schedule to run (at midnight daily) o
VIMon [¥]Tue [IWed [|Thu [ ]|Fri ]Sat || Sun

Choose day of week for weekly tasks to run - )

@ Mon ©Tue © Wed © Thu O Fri () Sat ¢ Sun @ none

Click Save

2. Enter the name of the schedule in the Schedule Name text entry box. Names must begin with an
alphabetical character and contain any combination of upper and lower case alphanumeric.

3. In the Choose Hours for Hourly Schedule to Run on section, select the hours of the morning
schedules in the AM Clock to the left and the hours of the afternoon and evening schedules in the PM
Clock to the right.

Note: To select all 24 hours, click the Select All button. To unselect all selected hours, click the Deselect
All button.

4. In the Choose Days for Daily Schedule to Run section, check the boxes in the required days for
daily schedules.
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5. Similarly, In the Choose Days of Week for Weekly Tasks to Run section, check the boxes in the
required days for weekly schedules.

6. Click the Save button.

The new schedule will be added.

e Editing a Schedule

Editing a Schedule is very easy. Simply follow the steps given below.
1. On the Schedules panel, select the schedule that you wish to edit.

2. Click the Edit Schedule button.

e Click Edit Schedule .

G MNew Schedule Sthed.ﬂe

Schedule Name Hourly Schedule Daily Schedule Weekly Schedule
Default 69 12 15 18 Mon, Tue, Wed, Thu, Fri Sun

29x7 0246381012 14 16 18 20 22 Mon, Tue, Wed, Thu, Fri, Sat, Sun ~ Sun
MaximumSnaps.. 0123456789 10 11 12 13 14 15.. Mon, Tue, Wed, Thy, Fri, Sat, Sun  Sun (1]
Business 069121518 21 Mon, Tue, Wed, Thu, Fri Sun )

The selected schedule will be displayed in edit mode.
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Edit Schedule: MaximumSnapshots

Schedule Name: 'Maxi'numSnapshnts

Choose hours for Hourly Schedule to run

Schedule Name

|
[V]
1112 4

Y10

79

AM

Select all

v

Choose days for Daily Schedule to run (at midnight daily) B

VI Mon

V] Tue

V] wed

V] Thu

Choose day of week for weekly tasks to run G

) Mon

3. Edit the name of the schedule in the Schedule Name text entry box. Names must begin with an alphabetic

O Tue O wed O Thu

v
@ v
. 1112 4 .
10 2
v 9 PM 3 ¥
8 4
7 6 5
@ VI
Deselect all
V! Fri Wisat  [¥Isun
O Fi (O sat @sSun ) none
Cancel

contain any combination of upper and lower case alphanumeric.

4. In the Choose Hours for Hourly Schedule to Run on section, edit the selected hours of the morning sche

Reference Guide

Clock to the left and the hours of the afternoon and evening schedules in the PM Clock to the right.

Note: To select all 24 hours, click the Select All button. To unselect all selected hours, click the Deselect All t

3. In the Choose Days for Daily Schedule to Run section, check the boxes in the required days for daily sct
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4. Similarly, In the Choose Days of Week for Weekly Tasks to Run section, check the boxes in the required
schedules.

5. Click the Save button.

The changes made to the selected schedule will be updated.

o Deleting a Schedule
Deleting a Schedule is very easy. Simply follow the steps given below.
1. On the Schedules panel, select the schedule that you wish to edit.

2. Click the Delete Schedule button.

Click Delete Schedule
Schedules

() New Schedule |2 Edit Schedule | 3¢ Delete Schedule

Schedule Name Hourly Schedule Daily Schedule Weekly Schedule

Default 6912 15 18 Mon, Tue, Wed, Thu, Fri Sun
24x7 024681012 14 16 18 20 22 Mon, Tue, Wed, Thu, Fri, Sat, Sun Sun
Conference 910 11 12 14 15 16 Mon, Tue none o

The Delete Schedule message box asking you to confirm the deletion of the schedule will be displayed.

Delete Schedule? X

' You are about to delete schedule 'Conference’.
. Are you sure you want to delete this schedule?

Click Yes Yes Mo Cancel

3. Click the Yes button.

The selected schedule will be removed.
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Managing Passwords
You can configure and manage all users's passwords from Passwords panel.
1. To do so, navigate to Settings >Change Password.

The Change Passwords panel will be displayed.

Configuring Password Panel ‘.7 Module Contig C hange Passwords

Select a user to change his or her password

Changing Password °——mat bin daemon adm
Ip sync shutdown halt
mail uucp operator games
gopher ftp nobody dbus
usbmuxd pc avahi-autoipd pegasus
cimsnr vesa rtkit abrt
apache saslauth postfix qpidd
ricci haldaemon ntp mysql
memcached amandabackup avahi rpcuser
ntsnobody pulse gdm tomcat
webalizer sshd dovecot dovenull
tcpdump oprofile softnas system

o Configuring Password Panel
You can configure Password panel to display the number of users on the screen and also other user related s
1. On the Passwords panel, click the Module Config button.

The Configuration for Change Passwords section of the panel will be displayed.

Configuration

For module Change Passwords

Configurable options for Change Passwords
Maximum number of users to display 355 (2]

User selection type List box '® Text field o
Sort users by * Order in file By username o
Command to change password Update system files directly ® |F10 (5 )]

| Save | Click Save

- Return to index

2. Enter the maximum number of users to be displayed on the panel, in the text entry box.

3. Specify the type with which the users can be selected on the panel in the User Selection Type field. The a
are List box and Text field.
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4. Specify the sort order for the users in the Sort Users By field. The available options are Order in File and

5. Specify the command to change the password by selecting the appropriate option. The available options a
System Files Directly and text box for entering the command.

6. Click the Save button.

The changes made to the Change Passwords module will be updated.

When you log in to the SoftNAS StorageCenter for the first time, you will use the super-user login credentials
softnas as users and Pass4WOrd (that's zero) as system default password.

For security reasons, it is recommended to change these passwords to unique, secure passwords to increase
important data managed by SoftNAS.

Changing the password is very easy. Simply follow the steps given below.

1. On the Passwords panel, select the user whose password is to be changed.

EESoftNAS
nor agpe Acdrminis w asion 3 W Welcome L Change Password
J E
i UpwraderaPro Module Contig Change Passwords
?«{m.-::mu
'3 TE Storage: Select a user to change his or her pass
[ Vetumes anaLibia daemon adm
4 Srorage Pocis . Select User c shutdown halt
@ CFS Shares mail P operator games
,HFS Expons gopher ftp nobody dous
m Disk Devices usbrmuxd fpe anvahi-autoipd pEgasus
) E5C51LUN Targets cimsnr VCSa it abrt
) 5051 SAN Intiators apache saslauth postlix qpidd
|5 File System ficci haldasmon ntp mysgl
“, SrapRepBom e memcached amandabackup avahi pCuser
= 5 Semings nfsnobady pulse gdm tamcat
BB Genting Stared webalizer sshd dovecot davenull
. t softnas System
Click Change Password

The Changing Unix User Password section will be displayed.
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Module Index Change Password

Changing password for root (root)
Hew Paﬁwurd SRR RRREN 9

L Force user to change password at next login? o

New password (again)

L4 Change password in other modules? G

Click Change

’ Return to user list

2. Enter the new password in the New Password text entry box.

3. Confirm the password by re-entering it in the New Password (Again) text entry box.

N

. Check this box if you want to force the user to change the password when he logs on to the system next tin
5. Check this box if you wan to enforce the change of password in other modules also.
6. Click the Change button.

The password of the selected user will now be changed and he/she can now log on to the system with the nev

Note: Do not change the password for the user system. This is a special, no-login service account used by \
for internal authentication between SoftNAS running in Apache and the Webmin service.
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Identity and Access Control
You can use Identity and Access Control to configure the following:

idmapd configuration

LDAP Server
LDAP client

Kerberos
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idmapd configuration

Module Config idmapd configuration

General Configuration

Pipefs directory [
Domain name

Mapping configuration

Nobody user nobaody .

L
Nobody group  |nobody [

i Save config and restart daemon

The idmapd.conf configuration file consists of several sections, initiated by strings of the form [General] and
[Mapping]. Each section may contain lines of the form

Parameter Definition

Pipefs LDAP server directory.
directory

domain name |The local NFSv4 domain name. An NFSv4 domain
is a namespace with a unique username<->UID and

groupname<->GID mapping. (Default: Host's fully-
qualified DNS domain name)

Nobody user [Local user name to be used when a mapping cannot be
completed.

Nobody group [Local group name to be used when a mapping cannot be
completed.
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LDAP Server

LDAP Server enables the configuration of the fields of the LDAP configuration.

SoftNAS provides support for NFSv4 Kerberos and LDAP Support, which enables multi-user security access
rights to files and directories managed by the SoftNAS filer.

Help LDAP Server

Module Config
OpenLDAP 2423

& = ]

OpenLDAP Server Configuration Manage Schema LDAP Access Control Browse Database Create Tree
Start Server Click this button to start up the OpenLDAP server with the current configuration. User accounts and mail aliases stored in its database will not be accessible until it is started
[2talt 2eTver |
Start at boot? Yes ® Na Change this selection to determine if the OpenLDAP server is started at boot time or not
(e |

OpenLDAP Server Configuration

Manage Schema

LDAP Access Control

Create Tree
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OpenLDAP Server Configuration

Wodule Index

Help OpenLDAP Server Configuration

[ Global LDAP server options

Root DN for LDAP database de=my-domain.dc=com

Administration login DN cn=Manager dc=my-domain dc=com

Administration password No password set
New administration password ® Don't change Setto

Indexes to cache ® Default
Database entries to cache ® Default

Access control options Allow LDAP v2 clients
Allow anonymous login with credentials
Allow ananymaus login with DN
Allow updates by anonymous logins

Maximum number of search results to return ® Default (500)
Maximum time for searches ® Default (3600 seconds) secands
(= Encryption options

Save

Generate SSL Certificate To run your LDAP server in TLS mode, an SSL certificate and private key must first be generated. Click this button to create a self-signed certificate for your system Warning - your existing certificate will no longer be
—_— used.

4 Return to module index

LDAP Server configuration allows the establishment of a connection between OpenLDAP and domain users.

Parameter Description
Root DN The domain of the local domain controller that
for LDAP hosts the users.
database

The directory starts out completely empty, without
even a root structure present. Initializing the
directory with a root record and other supporting
directory sub-structures (i.e., sub-directories) is
required before adding any user data.

Administration |By default, Active Directory does not allow

login DN anonymous LDAP connections. To change

this, to enter the DN of a user that's allowed

to connect to the server and read all user and
group data. Unless a special user account has
already been created for this purpose, an easy
choice is to use the built-in administrator account.
By default, the administrator DN is in the form
cn=Administrator,dc=<Local Domain>.

Administration |Existing Administration password.

password

New Create a new password for OpenLDAP directory
administration |[management.

password

Indexes to Number of indexes to cache to improve

cache performance tuning for user lookups.

Database Number of database entries to cache to improve
entries to performance tuning for user lookups.

cache
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Access control |Setting which determines access control setting
options between SoftNAS and the LDAP server.
Maximum Max. number of search results for user lookups.

number of
search results

Maximum time [Max. amount of time for user lookup searches.
for searches

Encryption options enables generation of an SSL Certificate. It enables the creation of a self-signed certificate
for the LDAP system.
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Manage Schema

ot o= Manage Schema
The LDAP schema determines which object classes and attributes can be stared in your LDAP database. This page allows you to select which schema types are supported by your server - but be careful de-selecting any entries that are used by existing abjects.
Name Description Actions.. Move

4l corba corba schema — Corba Object Schema depends upon core schema View | Edit
+ core OpenLDAP Core schema View | Edit +
¥ casine RFC1274: Cosine and Internet X 500 schema View | Edit 14
) duaconf This work is part of OpenLDAP Software . View | Edit +4
) dyngroup dyngroup schema — Dynamic Group schema View | Edit 14
¥ instorgperson inetorgperson_schema - InetOrgPerson (RFC2798) View | Edit +4+
@) java java schema — Java Object Schema View | Edit T4
[« misc misc_schema — assorted schema definitions View | Edit 31+
1« nis This work is part of OpenLDAP Software . View | Edit +1+
) openldap This work is part of OpenLDAP Software - View | Edit +4+
|« ppolicy This work is part of OpenLDAP Software . View | Edit +1+
¥ collective collective schema — Collective attribute schema View | Edit 4+
O pmi OpenLDAP X 503 PMI schema View | Edit

(] samba schema file for OpenLDAP 2.x Schema for storing Samba user accounts and group maps in LDAP OIDs are owned by the Samba Team View | Edit

[ samba3 schema file for OpenLDAP 2 x Schema for storing Samba user accounts and group maps in LDAP OIDs are owned by the Samba Team View | Edit

4 Return to module index

The LDAP schema determines which object classes and attributes can be stored in the LDAP database. This
page allows administrators to decide which schema types are supported by the server - but be careful de-
selecting any entries that are used by existing objects.
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LDAP Access Control

Grant different access permissions on a per Object basis.

Wodule Index
el LDAP Access Control
Select all_ | Invert selection_ | Add a new access control rule
Objects Access granted Move
O All objects manage by dn.exact="gidNumber=0+uidNumber=0, cn=peercred, cn=external, cn=auth", no access by anyone +
[J All objects Read by dn.exact="gidNumber=0+uidNumber=0, cn=peercred, cn=external,cn=auth", read by dn.exa: n=Manager, in,dc=com", N0 access by +
anyone

Select all | Invert selection | Add a new access control rule.
Delete Selected Rules

4 Return to module index

Copyright ©2015 SoftNAS, Inc.



&ESoftNAS

CLOUD’ Reference Guide

Create Tree

Madule Index

Create Tree
This page provided a convenient way to create DN that will be the base of a new tree in the database. It can also create an example user or email alias under the tree, as a template for your own objects.

New LDAP DN tree options
Name for new DN * Based on domain name |ac2 internal
Distinguished name de=my-domain.dc=com

Create example object under new DN? @ 1y Unix user Unix user with mail Unix group Address mapping
Create

4 Return to module index

This page provided a convenient way to create DN that will be the base of a new tree in the database. It can also
create an example user or email alias under the tree as an object template.

Parameter Description
Name for new |name of the new Domain name to be
DN created.
Create Setting which determines if a new
example object will be created under the newly
object under |created tree.
new DN?

One of the following:

* Unix user

* Unix user with mail
* Unix group

» Address mapping
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LDAP Client
<TODO>:
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Configuring Kerberos

The Kerberos helps in communicating over a non-secure network to prove identity to one another in a secure
manner. Configure Kerberos from SoftNAS.

Configuring Kerberos Panel °‘k Module Config Ke rbeross Conﬁg u rati on

Log files

Configuring Kerberos Settings 07
Default log file War/log/krbSlibs log
KDC log file War/log/krbSkdc log
Admin server log file War/log/kadmind.log
Default Configuration
Realm [EXAMPLE .COM
Domain name [example.com

Default domain name |

Use DNS to lookup KDC ) Yes ® No
KDC [kerberos.example.com 2 [
Admin server [kerberos example.com 2|

Update Configuration

o Configuring Kerberos Panel
Set the path to the Kerberos configuration file in the Kerberos module configuration.
1. To do so, click the Module Config link.

The Configuration for Kerberos5 Module page will be displayed.

Configuration
For module Kerbeross

Configurable options for Kerberos5

System configuration
Path to kerberos5 configuration file Fetcrkrbs.conf o

| % Click Save

4 Retumn to index

2. Enter the path for the Kerberos5 configuration file in the text entry box.

3. Click the Save button.
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The Kerberos module will be configured.

o Configuring Kerberos Settings
1. Navigate to Settings > Kerberos.

The Kerberos5 Configuration page will be displayed.

Module Config Kerberos5 Configuration

Default log file PVamogfkrbSIibs_log o_ L. |

KDC log file War/log/krbSkdc log [3)

Admin server log file P\rarﬂog.'kadmind.log o- .|
Realm ISOFTNAS LOCAL (5)

Domain name Isoftnas.local o-

Default domain name ISOFTNAS .LOCAL (7)

Use DNS to lookup KDC ® ves © No @)

KDC dc softnas local O s
Admin server Idc.sartnas_local m_ 749

_ Update Configuration | _ Click Update Configuration

2. Enter the default log file path in the Default Log File text entry box.

3. Enter the path for the KDC log file in the KDC Log File text entry box.

4. Enter the path for the KDC log file in the Admin Server Log File text entry box.
5. Enter the server name in upper case in the Realm text entry box.

6. Enter the domain name in the Domain Name text entry box.

7. Enter the default domain name in the Default Domain Name text entry box.

8. Specify whether DNS be used to lookup KDC by choosing Yes or No option.

9. Enter the server name for KDC in the KDC text entry box.

10. Enter the admin server name in the Admin Server text entry box.

11. Click the Save button.
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The changes made to the Kerberos will be updated.
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Managing Firewall

The Firewall in SoftNAS helps to control the incoming and outgoing network traffic in VPN.

Typically, storage servers are deployed within an internal, secure network (often on their own VLAN on a
protected network segment, perhaps even with dedicated switches). While SoftNAS can be deployed in this,

or any other appropriate configuration, it's most common that some other firewall(s) protect the perimeter of the
enterprise (from the Internet) and the data center (from the intranet). Use appropriate judgment as to whether or
not to employ the Linux firewall, in addition to other security measures in the environment.

If enabling the firewall, be sure to open up the appropriate set of ports for SSH, HTTP. HTTPS, NFS/bind, iSCSI,
CIFS, etc.

Configuring Initial Settings for Linux IPTables Firewall

?

Help . :
Configuring the Firewall Module ei Madule Config ‘ Linux Firewall

Rules file /etc/sysconfig/iptables
Mo IPtables firewall has been setup yet on your system. Webmin can set one up for you, to be stored in the save file /ece/syscontig/ iptables, with the initial settings based your selection of firew:
@ Allow all trafic
" Do network address translation on external intedface: m %
€ Block all incoming connections on external interface: m ,—
 Block all except S5H and IDENT on extemal interface: m I—

© Block all except SSH, IDENT, ping and high ports on interface: [eth0 x| |

' Block all except ports used for vitual hosting, on interface: |eth0 j
Setup Firewall

o Configuring Initial Settings for Linux IPTables Firewall

Set the Webmin to setup IPtables to be stored as file. First, provide the initial settings.
1. Navigate to Settings > Firewall.

The Linux Firewall page will be displayed.

Hely Linux Firewall

Module Config

Rules e fece/ sysconfig/ipcables

Mo IPtables firewall has been setup yet on your System Webmin tan Set one up for you, 16 be stored in the s file Jece/sysconfigs iptables, with the intial «=tmgs based your selaction of firew

(o) Allore all traffic

T Do netwark address translation on external infesface IBIHZI ﬂ I

© Block all incoming connections on extemal interface: |ethd j |

o Block all gxcept SSH and IDENT on external inferface |at|i;| j |

T Black excipt SEH, IDENT, pang and high ports on inferface |!I.H3 ﬂ I
T Block all except porls used forvinual hgstiog oo igtedace Tetnd =) |
Click Setup Firewall % """“
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2. Select any of the required options for firewall setting. The available options include

+ Allow all traffic

* Do network address translation on external interface

* Block all incoming connections on external interface

» Block all except SSH and IDENT on external interface

* Block all except SSH, IDENT, ping and high ports on interface
» Block all except ports used for virtual hosting, on interface

3. Click the Setup Firewall button.

The Linux Firewall Rules page for Iptables will be displayed based on the initial settings.

. Linux Firewall
R Rules Sle fecc/ayacontig/iprables
Shmﬂ IPtabda [F"ilc-:l:'. Sltening (filgd) :I o Add a new chan named

Incoming packets INPUT) - Only applies 1o packets addressad to this host
There are no miles defined for this chain.

Set Dafault Action To: | [Accemr =] e

Forwarded packes [FORWARD) - Only applies 1o packes passed through this hast
There are no rules defined for this chain.

Set Default Action To: | [Accept =] o

Dutgoing packets (DUTPUT) - Only applies 10 packets originated by this host
There are no mles defined for this chain,

Set Dafaull Action To: | [Accept =] o

.&ppII Cuﬂﬁauminn I Click thes button 1o make the firewall configuration listed above actve. Any firewall rules cyrrently in effact wall be Aushed and replaced
Herarl L-onhiguraiion Click thiz button 1o reset the configuration listed above 1o the one that is curendly active
Activate at bood I i fiether your frewsll is actated a1 boot time or ot

Reset Firewall CI":k Appl". Cnnflguratlnn sting firewall rules and se1 up new rules for a basic initial configuration

4. Select what IPtable should be showing from the drop down list. The available options include Packet Filter
Packet Alteration (Mangle) and Network Address Translation (NAT).

5. Specify the default action to the incoming packets (INPUT) - Only applies to packets addressed to this host
down list. The available options are Accept, Drop, Userspace and Exit Chain.

6. Specify the default action to the forwarded packets (FORWARD) - Only applies to packets passed through
available options are Accept, Drop, Userspace and Exit Chain.

7. Specify the default action to the outgoing packets (OUTPUT) - Only applies to packets originated by this hc
rules defined for this chain. The available options are Accept, Drop, Userspace and Exit Chain.

8. Click the Apply Configuration button to make the changes made to the firewall configuration active. Any fir
currently in effect will be flushed and replaced.

1. On the Firewall page, click the Module Config button.

The Configuration for Linux Firewall module will be displayed.
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Configuration

For module Linux Firewall

Configurable options for Linux Firewall

Configurahle options

Display condition in rules list? = yaz T Mo o
Display comment in rules list? C Yes & No 9
Store comments as & #comments in save file T -comment option o
Update cluster servers " ‘Whenever a change is made

& When applying the configuration
Command to run before changing rules & None © I o
Command 1o run after changing rules & None © | o
Command to run before applying configuration & None © | e
Command to run after applying configuration & Nona T I o
System configuration
IPtables save file to edit & |Jse operating system or Webmin default © r@
Directly edit firewall rules instead of save file? C Yaz & Np

Save ﬁ Click Save

4 Retum to index

. Specify whether to display condition in rules list or not in the field by choosing either Yes or No option.

Specify whether to display comment in rules list or not in the field by choosing either Yes or No option.
Specify the mode of storing the comments in the field by selecting the appropriate option.
Specify when the cluster servers must be updated in the field by choosing the appropriate option.

Specify the command to run before changing rules in the field by choosing the option as None or entering ¢

box..

8.

9.

Specify the command to run after changing rules by choosing the option as None or entering comment in tf

Specify the command to run before applying configuration by choosing the option as None or entering com

10. Specify the command to run after applying configuration by choosing the option as None or entering comr

11. Specify whether the IPtables save file to edit must use operating system or webmin default in the field.

12. Specifiy whether firewall rules can be directly edited instead of save file by choosing Yes or No option.

13. Click the Save button.

The changes made to the firewall configuration module will be updated.
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Configuring Network Settings

The Network Settings panel is used to administer network interfaces, routing and gateways, hostname, DNS
and other network-related configuration.

s ©
Networklnterfaceso —T
Metwork Interfaces

Routing and Gateways Hostname and DMS Client Host Addresses
Module Config NTtWOTk Configu ratiT Search Docs..

Routing and Gateways Hostname and DNS Client Host Addresses

Apply Configuration Click this button to activate the current boot-time interface and routing settings, as they normally would be after a reboot.
‘Warning - this may make your system inaccessible via the network, and cut off access to Webmin,

The Network Interfaces module allows administrative control over adding, editing, or removing network
interfaces. From here, add vlan tagged interface, new bridge and new address.

For more information, refer Network Interfaces.

The Routing and Gateways section allows configuration of the routes that are activated when the
system boots up or when the network settings are fully re-applied. It shows both boot time configuration
and the current, active configuration.

For more information, refer Routing and Gateways.

The Hostname and DNS Client module allows for configuration of host name, resolution order and DNS
servers.

For more information, refer Hostname and DNS Client.

The Host Addresses module helps to add, edit or remove host addresses.

For more information, refer Host Addresses.
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The Network Interfaces module allows administrators to add, edit or remove network interfaces. From here, add
vlan tagged interface, new bridge and new address.

The interfaces listed in this table are currently active on the system. In most cases, it is best to edit them under
the Activated at Boot tab.

Adding a New Bridge

Adding a New Bonding Interface

Adding a New Interface ? Adding Vlan Tagged Interface Adding a New Address Range
Module Index
‘ Network Interfaces ‘
Active Mow  Activated at Boot Jt
Interfaces listed in this table will be activated when the system bogts up, and will generally be active now too.
Select all. | Invert selection, | Add a new interface. | Add a new bonding Interface. | Add Vian Tagng Interdace | Add a new bridge, | Add a new address
range.
Name Type IPvd address Neimask IPv6 address Activate
[J eth3 Ethemet 172.16.150.125 255.255.255.0 fes
e Loopback 127.00.1 255.0.0.0 Yes
Select all. | Invert selection. | Add a new interface. | Add a new bonding Interface. | Add Vian Tagged Interface | Add a new bridge. | Add a new address
range.

| Delete Selected Interfaces | | Delete and Apply Selected Interfaces | | Apply Selected Interfaces |

4 Retumn to network configuration

o Adding a New Interface
Adding a new interface is easy. Simply follow the steps given below.
1. Click the Add a New Interface button.

The Create Bootup Interface page will be displayed.
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Module Index Create Bootup Interface

Boot Time Interface Parameters
Name [:1 o

Activate at bootf? & vaee O g 9
IPvd address

No address configured o
From DHCP

From BOOTP

Static configuration 1Py address I

5 TS T

o)

Metrmask p55.255,255,|]
Broadcast & aptomatic © |

IPv6 addresses & |pug disabled €)
' From IPv discovery

€ Static configuration [[ZUIETEIEES Netmask
| B4

MTU ¢ Defaut © [ @)
Virtual interfaces 0 (Add vitual interface) o
Hardware address & pgopup | o

Create and ApETY Click Create

2. Enter the name of the interface in the Name text entry box.
3. Specify whether to activate this interface at boot time or not by choosing Yes or No option in the field.
4. Specify the type of the IPv4 address to be configured in the field. The available options are
* No address configured
+ From DHCP
+ From BOOTP
+ Static Configuration with netmask and broadcast IPs
5. Specify the type of the IPv6 address to be configured in the field. The available options are
+ |Pv6 disabled
* From IPv6 directory
+ Static Configuration
6. Specify the value for MTU either as Default or enter manually.
7. Select the virtual interface. Adding a new interface is also possible here.
8. Specify the value for Hardware Address either as Default or enter manually.

9. Click the Create button.

The bootup interface will be added.
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o Adding a New Bonding Interface
Adding a new bonding interface is easy. Simply follow the steps given below.
1. Click the Add a New Bonding Interface button.

The Create Bonding Interface page will be displayed.

Module Index Create Bonding Interface

Boot Time Interface Parameters
Name bond E o

Activate at boot? & yvee T No e

IPv4 address T Mo address configured o
T From DHCP
T From BOOTP
' Static configuration |Pyvd address i72.16.150.53

Netmask p55_255_255.|3
Broadcast & auyomatic |

IPv6 addresses @ IPv6 disabled
T From |IPv6 discovery
" Static configuration (R0l Netmask

| 2
MTU & Default © I_o.ﬂ_

Virtual interfaces 0 (Add wirtual interface)
Teaming Partners | Seperate partners with whitespaces e.g. "eth2 ethd” o

Teaming Mode [balance-nr =) o
Mii-Monitoring Interval li ms o
Updelay |— ms @
Downdelay |— ms

Hardware address @ Defautt © | @1

Create | Create and Apply

Click Create and Apply

2. The name of the bonding interface is automatically assigned.
3. Specify whether to activate this interface at boot time or not by choosing Yes or No option in the field.
4. Specify the type of the IPv4 address to be configured in the field. The available options are

* No address configured

« From DHCP

* From BOOTP
» Static Configuration with netmask and broadcast IPs
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5. Specify the type of the IPv6 address to be configured in the field. The available options are

+ |IPv6 disabled
* From IPv6 directory
 Static Configuration
6. Specify the value for MTU either as Default or enter manually.
7. Select the virtual interface. Adding a new interface is also possible here.
8. Enter the name of the teaming partners in the Team Partners text entry box, each seperated by white spac
9. Select the mode of teaming from the Teaming Mode drop down list.
10. Enter the value for Mii-Monitoring interval in milliseconds in the Mi-Monitoring Interval text entry box.
11. Enter the value for updelay in milliseconds in the Updelay text entry box.
12. Enter the value for downdelay in milliseconds in the Downdelay text entry box.
13. Specify the value for Hardware Address either as Default or enter manually.

14. Click the Create button.

The new bonding interface will be added.

Adding a new vlan tagged interface is easy. Simply follow the steps given below.
1. Click the Add a New VLAN Tagged Interface button.

The Create VLAN Interface page will be displayed.
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todule Index Create VLAN Interface

Boot Time Interface Parameters
Name auto 9

Activate at boot? & yas © g o

IPvd address " Mo address configured o
" From DHCP
T From BOOTP
# Static configuration [Py address [7216.15051

Netmask  bss 255 2550

Broadcast & Automatic © ]

IPv6 addresses & |pg gisabled €
T From IPv6 discovery

T Static configuration [[RLOETCIEES Netmask
| b4

MTU # Default © |_G_

Virtual interfaces 0 (Add virtual interface) o
Physical Device |eth2 vI o
Vian ID T (9]

Hardware address & po g © | @

Click Create

2. The name of the vlan interface is automatically assigned.
3. Specify whether to activate this interface at boot time or not by choosing Yes or No option in the field.
4. Specify the type of the IPv4 address to be configured in the field. The available options are
* No address configured
+ From DHCP
* From BOOTP
» Static Configuration with netmask and broadcast IPs
5. Specify the type of the IPv6 address to be configured in the field. The available options are
+ |Pv6 disabled
* From IPv6 directory
+ Static Configuration
6. Specify the value for MTU either as Default or enter manually.
7. Select the virtual interface in the Virtual Interfaces field. Adding a new interface is also possible here.

8. Select the physical device from the Physical Device drop down list.

9. Enter the ID of vlan in the Vlan ID text entry box.
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10. Specify the value for Hardware Address either as Default or enter manually.
11. Click the Create button.

The new vlan tagged interface will be added.

o Adding a New Bridge
Adding a new bonding interface is easy. Simply follow the steps given below.
1. Click the Add a New Bridge button.

The Create Bridge Interface page will be displayed.

Module Index Create Bridge Interface

Boot Time Interface Parameters

Hame br F o

Activate at hoot?  Yes T No o

IPvd address ' No address configured o
T From DHCP
' From BOOTP
& Static configuration |Pvd address I

Metmask Iz55,25-5_255.l:|
Broadcast & automatic © |

IPvt addresses & IPvE disabled e
T From IPv6 discovery

© Static configuration [[RRLL Netmask
| B4

AL & pefaut © [~ @)

Virtual interfaces 0 (Add vinual interface) (@)
Connect bridge to interface [Sp0 -

Click Create—l

4 Retumn to network interfaces

2. The name of the bridge interface is automatically assigned.
3. Specify whether to activate this interface at boot time or not by choosing Yes or No option in the field.
4. Specify the type of the IPv4 address to be configured in the field. The available options are

* No address configured
« From DHCP
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+ From BOOTP
+ Static Configuration with netmask and broadcast IPs

5. Specify the type of the IPv6 address to be configured in the field. The available options are
+ |Pv6 disabled
* From IPv6 directory
+ Static Configuration
6. Specify the value for MTU either as Default or enter manually.
7. Select the virtual interface. Adding a new interface is also possible here.
8. Select the bridge to interface connection from the Connect Bridge to Interface drop down list.

9. Click the Create button.

The bridge interface will be added.

Adding a new address range is easy. Simply follow the steps given below.
1. Click the Add a New Address button.

The Create Address Range page will be displayed.

Module Index Create Address Range

Interface description re
Real interface me
Range name ro_

Starting address I 9

Ending address I_o—

First virtual interface no. Ii o

Click Create

& Retum to network interfaces

2. Enter the description of the interface in the Interface Description text entry box.
3. Select the real interface from the Real Interface drop down list.

4. Enter the name for the range in the Range Name text entry box.
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5. Enter the starting address of the range in the Starting Address text entry box.

6. Enter the ending address of the range in the Ending Address text entry box.
7. Enter the value for the virtual interface in the First Virtual Interface No. text entry box.
8. Click the Create button.

The new address range will be added.
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Routing and Gateways
The Routing and Gateways section allows the configuration of the routes that are activated when the system

boots up or when the network settings are fully re-applied. It shows both boot time configuration and the current,
active configuration.

Boot Time Configuration Active Configuration
? |
| i
Module Inde Routing and Gateways

Boot time configuration  Active configuration
This section allows you to configure the routes that are activated when the system boots up, or when network settings are fully re-applied.

Routing configuration activated at boot time

PLERLRLDLSY Interface  Cateway IPvé gateway
ethd v | [172.16.150.254 [
L | |
Act as router? Yes ® No
BEEC T CON nterface  Network Netmask Gateway
Local routes [T FE Network Netmask
Save

& Return to network configuration

Deleting a Route o——
Creating an Active Route 07

o Boot Time Configuration

The Boot Time Configuration section allows the configuration of the routes that are activated when the syste
when the network settings are fully re-applied.

Note: Be careful when configuring this section as incorrect changes may affect the system and cut the system
off from the rest of the network.

1. Navigate to Boot Time Configuration tab.
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Module Index Routing and Gateways

Boot time configuration  Active configuration
This section allows you to configure the routes that are activated when the system boots up, or when network settings are fully re-applied.

Routing configuration activated at boot time

™ erioce Gatoway __ IPvo gateway (2) |
[ethD =]  [i72.16.150.254 |
[ = | I

Act a8 router? © vas & Mo e

Sl il Interface Network  Metmask  Gateway(4)
| | | I

Local routes  [[ET7PH Network Netmask o_

Save | Click Save

4 Retum to network configuration

. Specify the default routes by entering the Interface, Gateway and IPv6 Gateway values in the Default Ro
. Specify whether it should act as a router or not by choosing Yes or No option in the Act as Router field.
. Specify the static routes by entering the Interface, Gateway and IPv6 Gateway values in the Static Route
. Specify the local routes by entering the Interface, Gateway and IPv6 Gateway values in the Local Routes

. Click the Save button.

The changes made for the boot time configuration will be updated.

° Active Configuration

The Active Configuration section lists the routes that the system currently has configured. It allows
active routes to be added or removed on some systems.

Note: Be careful when configuring this section as incorrect changes may affect the system and cut the
system running Webmin off from the rest of the network.

e Creating an Active Route

Create an active route in the Create Active Route section under the Active Configuration tab.
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Create active route
Route destination @ Default route € | 0,
Netmask for destination  perayi & Pas 245 265 265 ©
Route via @ Network interface [lo »| © Gateway | [4)
I ﬁ Click Create

1. Specify the destination of the route in the Route Destination field either by choosing the Default value or en
manual value.

2. Specify the netmask for destination route in the Netmask for Destination field either by choosing the Defaul
entering the manual value.

3. Specify the via route by entering the Network Interface, Gateway and IPv6 Gateway values in the Local |
4. Click the Create button.

An active route will be created.

o Deleting a Route
Delete a route in the Create Active Route section under the Active Configuration tab.
1. Select the route to be deleted from the list of routes.

2. Click the Delete Selected Routes button.

Module Index Routing and Gateways

Boot time configuration  Active configuration
This section lists routes that the system cumrently has configured, and allows you to add or remove active routes on some systems. Be careful doing this, 2

of the network,
Destination Gateway
™ 172.16.150.0 Mone 268 265 2550
[T Default Route 172.16.150.254
I~ fe80:: Mone B4
= o None 128
[T feB0::250:56f: feac: 7 b04 Mone 128
[ fiD0: Mane 8

= Click Delete Selected Routes

The selected route will be removed.
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Hostname and DNS Client

The Hostname and DNS Client module provides options to configure host name, resolution order and dns
servers.

Module Index i
Hostname and DNS Client
Editing DNS Client Options [ DNS Client Options
Hostname |SoftNAS
Resolution order Hosts file v
DNS ¥
L v
L v
DNS servers |4_2_2_1 Search domains ® None ' Listed ..
|8.E.8.8
| Z
Save
4 Retumn to network configuration

o Editing DNS Client Options
Edit the hostname and DNS Client.

1. Navigate to Hostname and DNS Client.

Madule Index Hostname and DNS Client

Hostname [Softas o
Resolution order Hostsle =] o

ONS x

DNHS senvers 172 16.150.1 o Search domaing [ Mane o Listed .. o
I— SOFTHNASDEV. local

_Sawe | Click Save

4 Relum to network configuration

2. Enter the host name in the Hosthame text entry box.
3. Select the reolution order from the Resolution Order drop down list.

4. Enter the address of dns servers in the DNS Servers text entry box.

[$)

. Specify the search domain and enter SOFTNASDEV.local in the text entry box.
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6. Click the Save button.

The Host name and DNS client will be configured.
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Host Addresses

The Host Addresses module helps to add, edit or remove host addresses.

Adding a New Host Address

Module Index

Host Addresses

Select all. | Invert selection. | Add a new host address.

IP Address Hostnames
[J127.00.1 localhost , localhost.localdomain , localhost4 |, localhost4 . localdomaind
O :1 localhost , localhost.localdomain , localhost6 , localhost6.localdomaing

Select all. | Invert selection. | Add a new host address.

Deleting a Host Address Hoelete Selected Host Addresses |

4 Return to network configuration

o Adding a New Host Address
1. Click the Add a New Host Address button.

The Create Host Address page will be displayed.

Module Index Create Host Address

Host and Addresses

IP Address [172.16.150 51 9_

Hostnames e

= Click Create

4 Return to host addresses list

2. Enter the IP address in the IP Address text entry box.
3. Enter the host names in the Host Names text entry box.

4. Click the Create button.
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1. To remove an IP address, simply select it from the list.
2. Click the Delete Selected Host Addresses button.

The selected host address will be removed.
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Configuring General System Settings

Reference Guide

The System Settings in SoftNAS allows configuring general system settings through the standard Webmin
control panel. SoftNAS uses Webmin to provide robust Linux administration functionality. It provides a rich,
extensive set of Linux administration tools for advanced users.

Login: system

@ webmin

@ System

@ semvers

@ others

@ Netwaorking

& Hardware

@ Cluster

@ un-used Modules

Search: |

FilY View Module's Logs
T system Information
S Refresh Modules

System hostname
Operating system
Webmin version
Time on system
Kernel and CPU
Processor information
System uptime
Running processes
CPU load averages

& Wwebmin

SofthNAS

CentO5 Linux 6.2

1.620

Sun Jun 23 12:43:25 2013

Linux 2.6.32-279.22.1.el6.x86_64 on xB6_G4
Intel(R) Xeon(R) CPU E5310 @ 1.60GHz, 2 cores
1 days, 23 hours, 59 minutes

292

0.22 (1 min) 0.15 (5 mins) 0.06 (15 mins)

@ swi CPU usage 8% user, 4% kemel, 0% 10, 88% idle
Switch user..
Real memory 3.73 GB total, 662.15 ME used
EESSS——————rssssssm—
Virtual memory 3.94 GB total, 5.77 MB used
|
Local disk space 25.64 GB total, 6.13 GB used
—  n
Package updates 530 package updates are available

Warning - Your system is actually running CentOS Linux version 6.3

Update Detected Operating System |

Webmin version 1.630 is now available, but you are running version 1.620.

Upgrade Webmin Now |

Note: Only upgrade Webmin if advised to do so by SoftNAS Support, as upgrades could affect some integration
functionality (it's usually best to pick up any Webmin updates when SoftNAS provides an update or upgrade, but
please follow the latest SoftNAS Support advice and recommendations).

To use Webmin, click on the menu items on the left side to expose the full feature set available. Additional
Webmin add-on modules are available (but are not supported by SoftNAS Support).

Some of the more useful Webmin administration functions include:

* Log file rotation

* PAM authentication options

» Scheduled cron jobs

* Users and groups

* Apache webserver administration (SoftNAS uses Apache for StorageCenter user interface)
+ SSH Server (to manage secure shell access, which is also used for SnapReplicate)

For more information on Webmin, please visit the Webmin website.
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Managing System Services

The System Services module provides management of all bootup and shutdown processes and services, or
create a new upstart service.

The System Services provides a list of services that are running (or available to run) and that are activated at
boot time. These service configurations normally should not need to be changed, but advanced users may have
additional needs that can only be met by enabling certain Linux services not enabled by default in SoftNAS.
From here, it is possible to start, restart, reload, show status, stop or delete a service.

Creating a New Senice

Hiedule Contio ‘ Bootup and Shutdown
Boot system : Upstart

Select all, | Invert selection. | Create a new upstart semice,

Start at Running

Service name Service description
boot? now?

) fetcire dfrc.local Mo Unknown

| NetworkManager This is a daemon for automatically switching network connections to the best available connection. Yes Yes

Ll abrt-ccpp Installs coredump handler which saves segfault data Yes Unknown

.| abrt-oops Watches system log for oops messages, creates ABRT dump directories for each oops Yes Yes
Editing a Service °———:—abrtd Saves segfault data, kernel oopses, fatal exceptions Yes Yes

L acpid Listen and dispatch ACP| events from the kernel Yes Yes

Runs commands scheduled by the "at" command at the time specified when "at” was run, and runs batch

) atd commands when the load average is low enough. S UeE
e o o o o 1/l evnts 8 declated Ut o
| autofs Automounts filesystems on demand Yes Yes
This is a daemon which runs on client machines to perform Zeroconf senvice discovery on a network. avahi-
| avahi-daemon daemon must be running on systems that use Avahi for service discovery. Avahi-daemon should not be Mo Mo
running otherwise.
| bluetooth Turn HID adapters into Bluetooth ones Yes Unknown
) certmonger Provides certificate monitering and PKI enrellment. Yes Yes
cgeonfig This script runs the cgconfigparser utility to parse and setup Mo Mo
I cgred This is a daemon for automatically classifying processes into cgroups based on UID/GID. Mo Mo
clvmd Cluster daemon for userland logical volume management tools. Mo Mo
J cman Starts and stops cman Mo Mo
control-alt-delete Yes Mo
| corosync Corosync Cluster Engine Mo Mo
| corosync-notifyd  Corosync Dbus and snmp notifier Mo Mo
| cpuspeed Run dynamic CPU speed daemon and/or load appropriate Yes Mo
cron is a standard UNIX program that runs user-specified programs at periodic scheduled times. vixie cron
| crond adds a number of features to the basic UNIX cron, including better security and more powerful configuration Yes Yes

options.

o Creating a New Service
Creating a new service is very easy. Simply follow the steps given below.
1. Click the Create a New UpStart Service button.

The Create Upstart Service page will be displayed.
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Module Index

Create Upstart Service

Upstart service details

Service name |NewSewica e

Service description |New Senice Q

Commands to run before o
starling Server
(Optional)

Server program and | @
parameters
| Server forks into the background?

Start at boot time? “ves One @

ﬁ Click Create

2. Enter the name of the service in the Service Name text entry box.

3. Enter the description of the service in the Service Description text entry box.

4. Enter the commands if any, to run before starting the server in the text entry box. Note that this is an option
5. Enter the details of server programs and parameters in the text entry box.

6. Specify whether the service should start at a boot time or not by choosing Yes or No option.

7. Click the Create button.

The new service will be created.

° Editing a Service
Note: Be careful while editing a service. It may affect the smooth functioning of the system.
1. To edit a service, simply click the name of the service.

The service will be displayed in edit mode.
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Action Details

Hame

[is csid 9

Action Script #1/bin/sh -
' 3]

iscsid 1SCSI daemon Lk

chkconfig: 345 7 89
description: Starts and stops the 1SCSI daemon.

processname: iscsid
prdfile: svar/run/iscsid.pid
config: /fetc/iscsifiscsid.conf

ot oA W ok h

### BEGIN INIT INFO

# Provides: iscsid
- # Default-Start: 3 45

Click Save | |, o fiilt-ctop: 01 2 6

Sta boot time? (& yeg Mo 0
Startuild now? Mo

s, [4]

Save ||| Start Now | | Restart Now | | Reload Now | | Show Status | | Stop Now | | Delete

2. In the Action Details section, edit the name of the service in the Name text entry box.

3. Edit the script related to the action, in the Action Script text entry box.

N

. Specify whether the service should start at a boot time or not by choosing Yes or No option.
5. Click the Save button.

The changes made to the service will be saved.
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Configuring System Time

The System Time module provides configuration variables for system time and hardware clock; change time
zone and synchronize the system time with a remote server.

Synchronizing Time with a Remote Server

Changing Time Zone

m'guie Config System Time Search Docs.

Configuring System Time & Hardware Clock FSH time Change timezone = Time semer sync

This form is for changing the system's current time, which is used by all running processes. On operating systems that have a separate hardware clock,
it can be used to set that too.

Date 23 v Month June v Year 2013 ¥
Hour (12 v Minute 55 v | Second 56 ¥

| Apply | | Set system time to hardware time |

Date [23 v] Month June v Year 12013 ¥ |
Hour |12 » Minute 55 ¥ Second 56 ¥

| Save | ‘ Set hardware time to system time

o Configuring System Time & Hardware Clock

Set both the system time and hardware clock in this section.

Settime = Change timezone  Time semver sync
This tarm is for changing the system's current time, which is used by all running processes. On operating systems that have a separate hardware clock,
it can be used to set that too,

Date IE_'le Month [ July v 0 Year 2013 * o

oL v o Minute | 45 v o Second 28 ¥

Click Apply

Set system time to hardware time |

MawareTime

Date g v Maonth -JUIY = Year | 2012 *
Hour oL v Minute |46 * Second |2 »

Click save

= Save | | Set hardware time to system time |

1. Navigate to the System Time page.
2. Select the date from the Date drop down list.
3. Select the month from the Month drop down list.

4. Select the year from the Year drop down list.
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. Select the hour from the Hour drop down list.

Select the minute from the Minute drop down list.
Select the second from the Second drop down list.
Click the Apply button.

To set the same system time to the hardware clock also, click the Set System Time to Hardware Time bul

10. Similarly to set the hardware clock separately, select the required time from the drop down lists in the Har

11. Click the Save button.

12. Set the system time from the hardware clock. To do so, click the Hardware Time to System Time button.

The changes made to the system time and hardware clock will be saved.

° Changing Time Zone

This section provides the variables to set the system’s default time zone, which is used to convert the system 1
readable format and offset.

1.

Click the Change Timezone tab.

The Time Zone page will be displayed.

2.

3.

Click Change Timezone

Settime W Change timezone | Time sernver sync
This form alloW: SLUNE System's default time zone, which is used to convert the system time to a human-readable format and offset.

Change timezone to | America/Chicago (Central Time) e v|
[P — i
Save AmericalAruba
: America/Asuncion
AmericalAtikokan (Eastern Standard Time - Atikokan, Ontario and Southampton 1, Munawvut)
America/Bahia (Bahia)
. America/Bahia_Banderas (Mexican Central Time - Bahia de Banderas)
Click Save America/Barbados

America/Belem (Amapa, E Para)

America’Belize

America/Blanc-Sablon (Atlantic Standard Time - Quebec - Lower Morth Shore)
America/Boa_Vista (Roraima)

America/Bogota

America/Boise (Mountain Time - south |daho & east Oregon)
America’Cambridge_Bay (Mountain Time - west Nunavut)
America/Campo_Grande (Mato Grosso do Sul)
AmericaCancun (Central Time - Quintana Roo)
America/Caracas

America/Cayenne

AmericalCayman
America/Chicago (Central Time! -|

Select the required timezone from the Change Timezone To drop down list.

Click the Save button.
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The new timezone will be set.

o Synchronizing Time with a Remote Server

This section provides the variables to configure the system for automatic time synchronization with a remote s
Synchronization will be done using the Unix time protocol or NTP, depending on which commands are installec
remote system supports.

1. Click the Time Server Sync tab.

The Time Server Sync page will be displayed.

L
Settime  Change timezone = Time server sync

This form is for configuring the system o automatically synchronize the time with a remate server. Synchronization will be done using the Unix time
protocol or NTP, depending on which commands are installed and what the remote system supports,

Timeserver hostnames or addresses time windows com e
#| Set hardware time too
Synchronize when Webmin starts? Yes ® Mo e
Synchronize on schedule? * o Yes, at times below ..
S TS [ S T — e O
All All * All = All = All
s Selectad s Selected . Selected .. Selected . Selected
0 =] [12]=] |24[~] [36]~] |48~ 0 |«] [12]- 1 || [13]=~] [25]~ January |- Sunday
1 13 25 ar 48 al 13 2 14 Februany Monday
2 14 26 38 50 2 14 3 15 March Tuesday
3 15 27 39 51 3 15 4 16 April Wednesday
4 16 28 40 52 4 16 5 17 May Thursday
5 17 29 41 53 5 17 [ 18 June Friday
G 18 30 42 54 6 18 7 19 July Saturday [~
) 19 3l 43 25 [} 19 8 20 August
] 20 32 44 56 ] 20 9 21 September
9 21 33 45 57 ] 21 10 22 October
10 22| | |34 | (46 | |58 10 22 il 23 Movember
-] [23(-] [35/=] |47]=] |59/= 11| |23~ 12(~] |24[~ December |-
Sync and Apply Click Sync and Apply

2. Enter the host names or address of the time server in the Time Server Hostnames or Addresses text entt
3. Choose whether to synchronize the time when Webmin starts or not by choosing Yes or No option.

4. Choose whether to synchronize the time on schedule. Choose the option as either No or Yes at times belo
5. If Yes, select the required time from the Minutes, Hours, Days, Months and Weekdays section.

6. Click the Sync and Apply button.

The system will be configured to automatically synchronize the time with a remote server.
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Updating Software

After installing SoftNAS, it is recommended to perform a software update to ensure the latest version is installed.

Software Update Administration

Version Information

Update Status: A newerversion is available
Current Version Installed: 11.0.el6.x86_64
Latest Version Available: 1.1.10.el6.x86_64

Applying Software Update G — | Apply Update Now

o Applying Software Update

1. Click the Software Updates option under the Settings section in the Left Navigation Pane.
The Software Updates panel will be displayed.
2. Click the Apply Update Now button.

The Confirm message box will emphasize best practices, such as creating a backup or VM Snapshot of the ¢
installation image and confirming the process of updating will be displayed.

Confirm ®

9P The software update process will take SofthAS offline temporarily, causing network storage to
\‘:) be interrupted and unavailable during the update.

Please ensure you have stopped or quiesced VM or other workloads and perform this update
during a scheduled maintenance window.

Itis also recommended to have a backup andfor VM snapshot of the current SofthlAS
installation image before applying the update.

Are you sure you want to proceed and apply the software updates now?

=

3. Click the Yes button.

The Update Underway message box informing the progress of the update process will be displayed.
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Update Underway X

The SofthAS update process is now underway.
Please wait...

4. Click the OK button.

The Completed message box confirming the successful completion of the update process will be displayed.

Completed X

L 9 ) Software update completed successfuly.
-

IMPORTANT: Be sure to clear your browser cache to ensure the updated files get downloaded
by the browser now.

This browser window will now refresh to complete the update process.

Click Yes - Yes Mo

5. Click the Yes button.
The software update will be performed.

Note: It is better to clear the browser cache and reload the application.
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Managing User Accounts

The User Accounts section of SoftNAS allows administrators to add, edit, remove and manage user groups and

users.

Creating a Mew User Group

Adding a Mew User

Help..
Module Config

Local Users  Local Groups

Select all. | Invert selection. | Create a new user,

Users and Groups

Search Docs..

Run batch file. | Export to batch file.

Username User ID Group Real name Home directory Shell
| root 0 root root froot J/binfbash
L] bin 1 bin bin fbin /shin/nologin
) daemon 2 daemon daemon fsbin Jsbin/nologin
L adm 3 adm adm Mar/adm /shin/nologin
o ip 4 Ip Ip Nar/spool/ipd /shin/nologin
L] sync 5 root sync /fsbin Jbin/sync
| shutdown 6 root shutdown /sbin /shin/shutdown
| halt 7 root halt fsbin /sbin/halt
) mail 8 mail mail Avar/spool/mail Jshin/nologin
L uucp 10 uucp uucp Nar/spool/uucp /shinfnologin
| operator 11 root operator froot Jshin/nologin
| games 12 users games fusr/games Jshin/nalogin
| gopher 13 gopher gopher Mar/gopher /shinfnologin
. U ftp 14 ftp FTP User Nar/ftp Jshin/nologin
Enabling a User ) nobody 29 nobody Mobody ! Jshin/nologin
72 tepdump ! /shinfnologin
Disabling a User | oprofile oprofile Special user a.ccnunt to be used by OFrofile fhome/oprofile JsF:ImnoIngin
softnas SoftNAS Admin fMome/softnas /binfbash
t fhome/system /shin/nologin

Select all, | Invert sele Create a new user.

Deleting a User PDEM& Selected Users | | Disable Selected | | Enable Selected |

Only user E‘Ehuw recent Iuginls some one or all Unix users who have connected
" via SSH or Usermin.

Show users who are currently logged in via SSH or Usermin.

Display Logins By | '® All users |
Show Logged In Users

o Adding a New User
Adding a new user is very easy. Simply follow the steps given below.
1. On the Local Users tab, click the Create a New User button.

The Create a User page will be displayed.
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User Details

Username |Mi|t0]'l

User ID g 0
Real name [Mitton| o
Home directory Automatic
*' Directory ﬁ’spnnlfmaﬂ =)
Shell /sbin/nologin ¥ (&) L
Password No password required 0
* No legin allowed
Normal |
password
Pre-
encrypted
password

In the User Details section, enter the name of the user in the Username text entry box.
Enter the user ID in the User ID text entry box.

Enter the real name of the user in the Real Name text entry box.

Enter the home directory to which the user has access in the Home Directory field.
Select the shell from the Shell drop down list.

Specify the type of the access for the user in the Password field. The available options are No password |

login allowed, Normal password and pre-encrypted password.

Scroll down to access more options.

8.

Password changed Never o Expiry date [ /[3an v ;ro‘ (]
Minimum days |— @ Maximum days |— m

Warning days |—® Inactive days |— (13

Yes ® No @

Force change at next login?

In the Password Options section, the Password Changed field specifies when the password has been ct

user.

9.

Specify the date of expiry of password in the Expiry Date field.

10. Enter the minimum number of days for password change in the Minimum Days text entry box.

11. Enter the maximum number of days for password change in the Maximum Days text entry box.

12. Enter the number of days to warn in the Warning Days text entry box.
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13. Enter the number of inactive days allowed for the user in the Inactive Days text entry box.

14. Specify whether the user must be forced to change the password in the next login or not by choosing Yes

Scroll down for more options.

Primary group mail 15 )

Secondary groups All groups In groups @

root |~ mail -
bin 5
daemon P
sys LS
adl'l'l it -

15. In the Group Membership section, select the primary group to which the user belongs to, in the Primary

16. Select the secondary groups for the user by choosing the groups in All Groups section and pressing the :
them to In Groups section.

Scroll down for more options.

Upon Save..

Move home directory if changed? ® Yes No €D

Change user ID on files? No ® Home directory ' All files €@
Change group ID on files? No ® Home directory ' All files @)
Modify user in other modules? ® Yes No €D

Rename group if username changes?

Yes © No €D

Click Save

Show Logins | | Read Email | | Delete

17. Specify whether the user must be moved to home directly when the directory is changed or not by choosin
option.

18. Specify whether the user ID must be changed on files or not by choosing No, Home Directory or Yes opt
19. Specify whether the user group ID must be changed on files or not by choosing No, Home Directory or Y
20. Specify whether the user can be modified in other modules or not by choosing Yes or No option.

21. Specify whether the group be renamed when the user name is changed or not by choosing Yes or No opt
22. Click the Save button.

The new user will be added to the list of existing users.
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o Creating a New User Group
Creating a New User Group is very easy. Simply follow the steps given below.
1. Navigate to Local Groups tab.
2. Click the Create a New Group button.

The Create User Group page will be displayed.

Group Details

Group name Sys o
Group ID |37'°
Password

* No password required 9

Pre-encrypted password |

Normal password |

Members All users (6 Users in group

root - adm =
daemon bin

Ip ]
sync .
shutdown >
halt '
mail
uucp
operator
games e e

i

Primary group members Mo users have this group as their primary
Upon Save..

Change group ID on files? ® No ) Home directories ' All files @
Modify group in other modules? ® ves O No O

m ﬁ Click Save

3. Enter the name of the group in the Group Name text entry box.
4. Enter the group ID in the Group ID text entry box.

5. Specify the type of the access for the group in the Password field. The available options are No passworc
encrypted password and Normal password.

6. Select the users for the group by choosing the users in All Users section and pressing the > button to mov
Group section.

7. In the Upon Save section, specify whether the group ID must be changed on files or not by choosing No, F
Yes option.
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8. Specify whether the group must be modified in other modules or not by choosing Yes or No option.
9. Click the Save button.

The new user group will be added.

o Disabling a User
1. Select the user ID to be disabled from the Local Users list.
2. Click the Disable Selected Users button.

The Disable Users page asking to confirm the disabling of the selected user will be displayed.

Module Index Disable Users

Are you sure you want to disable the 1 selected users? They can be re-enabled later with no loss of their passwords or data.

ﬁ Click Disable Users I

3. Click the Disable Users button.

The selected user will be disabled.

o Enabling a User
1. Select the user to enable from the Local Users list.
2. Click the Enable Selected Users button.

The Enable Users page confirming the enabling of the selected user will be displayed.

Module Index Enable Users

Enabling user gdm ..

Unlocking password ..
.. done

° Deleting a User
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1. Select the user to be deleted from the Local Users list.

2. Click the Delete Selected Users button.

The Delete Users page asking to confirm the deleting of the selected user will be displayed.

Delete Users

Are you sure you want to delete the 1 selected users? Their home directories contain 32 kB of files.

v Delete user in other modules?

Click Delete Users F Delete Users | | Delete Users and Home Directories

3. Click the Delete Users button.

The selected user will be deleted from all the entries at different modules.

Module Index Delete Users

Deleting user newuser ..

Deleting from other modules ..
.. done

Deleting password file entry ..
.. done

Removing from groups ..
.. done

Deleting this user's group in other modules ..
.. done

Deleting this user's group ..
.. done
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